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Preface

We are thrilled that SemDial 2025 — “Bialogue”, the 29th Workshop on the Semantics and Pragmatics of
Dialogue, is returning to Bielefeld, 24 years after “BI-DIALOG” 2001!

Bielefeld University has a history spanning more than 30 years of dialogue research, incorporating
computational, empirical, formal, and multi-modal approaches. Its thriving departments of linguistics and
computer science are renowned for their interdisciplinary research approach, as demonstrated, for example,
by their joint participation in several large, long-running collaborative research centers where dialogue
and interaction are central themes: SFB 360 (Situated Artificial Communicators, 1993-2005), SFB 673
(Alignment in Communication, 2006-2015), CITEC (Cognitive Interaction Technology, 2007-), TRR 318
(Constructing Explainablity, 2021-), and SFB 1646 (Linguistic Creativity in Communication, 2024-).

Bialogue features the theme “Meaningful Interaction”. The communication of meaning in interactive
dialogue between humans and machines has always been a focus of SemDial. Recent developments in
natural language processing have brought artificial conversational agents out of the lab and into everyday
interactions with technology, bringing urgency to the question of whether such interactions are actually
“meaningful”. A special focus of Bialogue will therefore be on empirical, theoretical, and computational work
that investigates the prerequisites for meaningful interaction, such as for example cognitive mechanisms,
computational representations, but also human users’ attitudes or ethical considerations.

Bialogue received 29 full paper submissions. After a peer-review process, 17 of these submissions were
accepted as full papers for oral presentation. Each submission received two reviews from programme
committee members, which formed the basis for decisions made by the programme committee chairs.
Bialogue also received 23 extended abstract submissions for poster presentation. These submissions were
either pre-accepted resubmissions of long papers or new submissions in response to a call for research in
progress and short papers. 21 of these poster abstracts were accepted for presentation. This volume includes
all accepted full papers and 18 extended poster abstracts (authors of 3 submissions opted for non-archival
presentation).

In addition, Bialogue is proud to spotlight three invited talks by Arabella Sinclair, Lecturer in the
Department of Computing Science at the University of Aberdeen; Robert D. Hawkins, Assistant Professor
at the Department of Linguistics, Stanford University; and David Schlangen, Professor of Computational
Linguistics at the University of Potsdam. Abstracts of these talks can be found in this volume as well.

We would like to thank all authors for their insightful contributions, the programme committee members for
their detailed feedback and reviews, and the keynote speakers for their willingness to share their perspectives.
All of them made this exciting programme possible.

Finally, we would like to thank Bielefeld University for hosting Bialogue, the SemDial presidents for their
help with organizational matters, and our sponsors SFB 1646, TRR 318 and SAIL for their financial support.

Hendrik Buschmeier, Nikolai Ilinykh, Stefan Kopp, Clara Lachenmaier, Lina Mavrina,
Maryam Mohammadi, Dagmar Philipp, Amelie Robrecht and Sina Zarrief3

Bielefeld and Gothenburg
September 2025
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The Many Reasons for Repetition in Dialogue

Arabella Sinclair
Department of Computing Science
University of Aberdeen
arabella.sinclair@abdn.ac.uk

Abstract

From children echoing caregivers to learn how to form utterances, to second-language learners mirroring
teachers to gain fluency, to collaborators navigating knowledge asymmetries to ground goal-oriented
dialogue, repetition shapes how we communicate and coordinate. This talk examines the multiple functions
of repetition in conversational interaction, including easing processing demands, facilitating grounding,
providing feedback, and signalling social alignment. I will show that repetition in human-human dialogue
occurs across different levels of communication—lexical, structural, and gestural; that it is local in scope;
varies with speaker relationships and communicative abilities; and can facilitate communicative success. I
will then turn to repetition in Language Models. When generating next utterances within a dialogue context,
LMs mirror some of the repetition behaviour associated with efficient collaborative dialogue in humans,
including local repetition of lexical and syntactic forms. Moreover, in a behavioural task setting similar
to priming studies in psychology, LMs’ expectations about upcoming structural material are modulated
by similar contextual cues as in humans. In the final part of this talk, I will move beyond these broader
parallels in repetition patterns to using LM priming effects to predict item-level neural correlates of priming
in humans. Somewhat surprisingly, LMs do not robustly provide predictive power beyond a baseline model
with established predictors. Comparing effects when prime and target are either linearly or hierarchically
related, LMs more accurately predict human responses when the prime and target share sequence-level
repetitions.

Altogether, while LMs exhibit superficially similar patterns of repetition and expectation as humans, this
does not imply that the mechanisms underlying repetition are the same. Understanding and potentially
adapting these mechanisms to more closely reflect human reasons for repetition could enable a deeper,
more meaningful alignment between human and artificial dialogue systems.
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Foraging for Common Ground

Robert D. Hawkins
Department of Linguistics
Stanford University
rdhawkins@stanford.edu

Abstract

How do two minds reach mutual understanding? Meaningful dialogue requires speakers to do more than
simply exchanging coherent messages. They must engage in an interactive negotiation over meaning,
coordinating on ad hoc interpretations that may not exist outside the conversational context. In this talk, I’ll
sketch out a computational account of this negotiation process. In the first half of the talk, I’ll argue for an
inferential model of common ground. In this model, speakers maintain uncertainty about their partners’
likely intended meaning and systematically update their beliefs based on feedback from their partner’s
responses. In the second half of the talk, I’ll explore how this learning process may guide conversational
dynamics. I examine patterns of topic shifts in a large corpus of natural conversations between strangers,
finding that these conversations exhibit foraging dynamics. Speakers consistently begin in regions of
broader consensus before dispersing to more specific, idiosyncratic regions. This pattern occurs both within
individual topic boundaries and across entire conversations, suggesting that speakers may be guided by the
goal of seeking common ground. Together, these findings point to a dynamic feedback loop at the heart of
meaningful dialogue: increasing common ground enables speakers to actively steer conversations toward
more idiosyncratic domains, while successful navigation of these personal territories licenses stronger
social inferences that become part of subsequent common ground. These insights suggest new directions
for computational dialogue systems that can engage in more adaptive meaning-making.
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Meaningful Interaction with Unreal Speakers?

David Schlangen
Computational Linguistics, Department of Linguistics
University of Potsdam
david.schlangen@uni-potsdam.de

Abstract

The last time that the semdial workshop took place in Bielefeld was almost 25 years ago, in 2001.
Incidentally, this was also where my own first academic presentation happened (Schlangen et al., 2001).
This is too much symbolism to ignore, so I will use the occasion of “coming back” to reflect on what
happened in these (almost) 25 years, to my research on “(formal and computational approaches to) the
semantics and pragmatics of dialogue”, and the field in general. (Because, oh boy, did something happen.)

The semdial workshop series, at least in my understanding, was founded on the idea that bringing together
formal, empirical, and computational approaches to the study of dialogue would be possible in a certain way:
Formal studies would be informed by empirical studies and in turn help guide computational modelling
attempts, which would not need distinguish very clearly between being models of cognition and being
human/computer interfaces, and in either way would be evaluated for how closely they mirror empirical
findings. This particular way of setting up the relations between the constituent parts has been strained for a
while now, with computational modelling becoming more and more “empirical” and machine learning-
guided. But it has been exploded by modelling approaches that not even pretend to pay attention to any
prior knowledge on the semantics and pragmatics of dialogue, and still (apparently?) succeed better than
anything before in “modelling dialogue”. (Yes, I'm talking about “chat optimized LLMs”.)

In my talk, I will try to pick up the pieces, and hopefully show how they can be reassembled: First, I will
show that the kind of analyses that we do are useful to understand the status of these “unreal speakers”. In
particular, I will analyse the speech act of “assertion”, and show that LLMs perform an atypical variant of
it, that in its consequences and how it relates to “real assertion” is not yet well understood. If this analysis
is correct, this gives us an interesting new task, which is to devise a normative pragmatics of how the
semantics and pragmatics of dialogue with machines ought to be understood and designed. As a direct
consequence of this, the second part will make the claim that now that we see what “human-likeness” of
human computer interfaces can lead to, we need to be more explicit about or goals for designing interfaces,
and especially about how to separate desirable properties (ease of use) from potentially undesirable (blurring
the boundaries between real and unreal speakers). In the final part, I will talk about how in my research
group we set up the relation between non-computational models of cognition and computational behavioural
models. In particular, I will talk about our “clembench” framework for evaluating LLMs through Dialogue
Games, and very recent results on post-training of LLMs in this framework.

References

David Schlangen, Alex Lascarides, and Ann Copestake. 2001. Resolving underspecification under discourse
information. In Proceedings of BI-DIALOG, the 5th Workshop on the Semantics and Pragmatics of Dialogue,
pages 79-93, Bielefeld, Germany.
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Grammatical person as a clue to interpreting French how-questions

Jan Fliessbach!, Lucia M. Tovena?, Damien Fleury?,
1University of Potsdam, 2Université Paris Cité

Correspondence: jan.fliessbach@uni-potsdam.de

Abstract

The French wh-phrase comment (how/why)
contributes only in a limited way to constrain-
ing the interpretation space of the questions in
which it appears. It may refer either to a man-
ner, means, or method, understood as properties
of events, or to a reason, understood as a seman-
tic proposition. This paper presents a corpus
study investigating how the readings of com-
ment questions in dialogue correlate with the
grammatical person and number of the subject.
We find that manner readings typically involve
third-person subjects, method readings are as-
sociated with first-person subjects, and rea-
son readings occur predominantly with second-
person singular subjects. We interpret these
correlations as reflecting key properties of the
dialogical context, supporting a view of person
as a discourse-sensitive indicator of epistemic
roles. These associations between person and
comment readings are compatible with broader
cross-linguistic patterns involving egophoric-
ity and evidential access, despite the fact that
French does not have dedicated morphological
markers for these categories.

1 Introduction

Speakers use questions in dialogue to indicate their
goal of requesting specific information. For a ques-
tion to be used felicitously, the speaker must lack
the relevant information and believe that the ad-
dressee might possess it (cf. Searle, 1969, and sub-
sequent work). Beyond recognizing questions as
such, the correct classification of the interpretation
space of questions (i.e. identifying which piece of
information is requested) plays a pivotal role in
verbal interaction. Wh-phrases contribute to this
process through their intrinsic characterisation, e.g.,
[+human] for Fr. gui and En. who, [+time] for Fr.
quand and En. when, etc. However, wh-phrases
such as Fr. comment and En. how vary between
manner, means and method, qualifying as proper-
ties of events (Sabg, 2016), and reason, qualifying

as semantic propositions (Tovena, 2023). In exam-
ple (1), comment asks for manner [good, bad,...],
in (2) for a method [by getting onto hands and
knees, by showering,...] or means [with grab bars,
with a bar lift,. .. ], and for a reason in (3) [coinci-
dences, lack of trust,...] (glosses in Appendix A).

(1) a. MITCH: Comment va I’enfant ?
(How is the child?)

b. JULIA: Il va bien.

(He’s fine.) (Julia, 2008)

(2) Context: Marthe asks Lulu to help her get
out of the bathtub.

a. LULU: Comment vous faites quand
vous étes toute seule ?
(How do you manage when you’re all
alone?)

b. MARTHE: Je prends pas de bain, c’est
tout. Un peu de nerf ma grande.
(I don’t take baths, that’s all. Get a grip,
girl.) (Lulu femme nue, 2013)

(3) Context: Denis Robert suspects Imad La-
houd of passing on information.

a. IMAD LAHOUD: Comment tu peux
imaginer que je puisse étre assez fou
pour avoir fait ca ?!

(How can you imagine I would be crazy
enough to have done that?!)

b. DENIS: Comment
coincidences, alors ?
(So how do you explain these coinci-
dences?) (Lenquéte, 2014)

t’expliques ces

The focus of this study lies in charting which
grammatical person and number marked on the
subject is preferably associated with which read-
ing of comment' questions. Grammatical person is

'On the interpretation of this wh-phrase, see Olivier

(1985); Moline (2009); Fleury and Tovena (2018); Van de
Velde (2009), among others.
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marked overtly or easily reckoned, while deducing
the interpretation of the comment-interrogative is
less straightforward. Thus, the possibility of mak-
ing reliable inferences from the person and number
of the subject to the meaning of the question offers
a plausible strategy for interlocutors navigating cog-
nitive and temporal constraints in interaction, and
may also inform the design of dialogue systems.

2 Background

The grammatical category of person covers the ex-
pression of the distinction between i) the speaker of
an utterance, referred to as the first person, ii) the
addressee, or second person, and iii) any referent
who is neither the speaker nor the addressee, known
as the third person (Siewierska, 2004, 1). All three
persons have distinct singular and plural number in
French, with the second-person plural also used for
polite singular reference (vouvoiement).

When utterances are considered within the con-
text of conversation, the classification must be ex-
panded to include the notion of discourse role. The
roles of speaker and addressee correspond to the
participants in a conversation and are typically
referenced by first- and second-person singular
forms—though notable exceptions include quoted
speech, inner dialogue, and generic uses of the
second person. In root declarative sentences, the
speaker is commonly the source of semantically de-
termined information. In information-seeking ques-
tions, however, the perspective shifts in what is of-
ten called interrogative flip. The expected source of
knowledge (termed the assertor by Creissels 2008)
is typically the addressee. Intuitively, a question
like Who did you see? requires far less contextual
support than Who did I see?, the latter implying
that the speaker either lacks access to their own per-
ceptual experience or is testing whether the hearer
knows the answer (a so-called quiz-question).

In addition to discourse and speech act related
roles of speaker and addressee, the event and its par-
ticipants have an impact on structuring discourse.
Person and number agreement marking on the pred-
icate reflects grammatical information and thematic
roles, in French and other languages.

Note that event related information is exploited
beyond agreement marking. The experiencer holds
a special epistemic status, and languages have vari-
ous means of foregrounding the holder of first-hand
knowledge or marking specific viewpoints. This
broader perspective encompasses egophoric sys-

tems, which encode a distinction between the asser-
tor and all others, and are found in languages that
typically do not mark the grammatical agreement
of the person on the verb (San Roque et al., 2018,
49). Egophoric forms encode privileged access to
the information conveyed in an utterance. Mark-
ing is typically done on the predicate and tends
to be restricted to assertors with an active involve-
ment (Creissels, 2008). Markers interface with the
“traditional” roles of speaker and addressee, usu-
ally occurring in restricted distribution according to
speech act role and sentence type. This person sen-
sitive distribution reflects principles of epistemic
authority to judge the truth of the proposition, ac-
cess, and potential self-ascription (San Roque et al.,
2018, 2). In contrast, allophoric forms signal an
external perspective lacking that authority. The
prototypical distribution of egophoric markers is
illustrated in Table 1, adapted from Widmer and
Zuniga (2017, 420).

Table 1: Typical distribution of egophoricity markers

person assertion question

1 ego allo
2 allo ego
3 allo allo

The marking of the holder of epistemic knowl-
edge, mainly on the predicate, is found in another
phenomenon, called evidentiality. The fundamen-
tal difference between the two is that evidentiality
encodes the source of information, while egophoric-
ity encodes the epistemic status or quality of the
speaker’s knowledge (Floyd et al., 2018; Bergqvist
and Kittild, 2019). Although certain information
sources may pragmatically extend to certain epis-
temic statuses across languages, e.g. visual percep-
tion usually yielding more reliable knowledge than
hearsay, the distinction remains central to our aim
of understanding how person interacts with the in-
terpretation of comment questions because the dif-
ferent readings (manner, method, means, reason)
have semantic components that require different
sources (sensory vs. mental) and involve differ-
ent configurations of epistemic authorities among
speaker and addressee (ego- vs. allophoric).

HOW questions in general, with French com-
ment (how/why) among them, allow for a wide
range of possible answers. Following Sebg (2016),
we assume that comment denotes properties of
events in a neo-Davidsonian sense. More precisely,
the predicate of a HOW question denotes a set

7
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of events, and when combined with (the trace of)
comment in its manner reading, the result is the
intersection of this set with the extension of com-
ment. In this case, manner functions as an adjunct,
and its presence does not alter the logical represen-
tation of its sister node. By contrast, in method
readings, comment introduces an argument rather
than an adjunct. This argument saturates a function,
thereby altering the predicate’s semantic type: it
now denotes a function from properties of events.
Combining this with (the trace of) comment yields
the application of that function to the intension of
the trace. Finally, a third case is that of HOW with
reason reading. Here, the predicate forms part of
a saturated proposition rather than a propositional
function, since there is no dependency between the
wh-phrase comment and a trace within the clausal
core. The wh-phrase denotes a function that, when
applied to the prejacent (i.e. the proposition ex-
pressed by the clausal core), yields a set of propo-
sitions logically related to it in a way that supports
a discourse-level explanation (Tovena, 2023).

The reason reading of comment is typically as-
sociated with surprise or epistemic misalignment
(Fleury and Tovena, 2018). This is related to the
notion of mirativity, a category that marks infor-
mation as not yet integrated into the speaker’s
knowledge state or as involving a form of psycho-
logical distancing (cf. DeLancey, 1997; Lazard,
1999; Bickel, 2008). Three entities are particu-
larly relevant in reason comment questions. First,
the speaker, who expresses surprise and whose ex-
pectations are contradicted by the prejacent. This
is the facet of the reading that brings it close to
mirativity. The ‘scope proposition’ discussed in
formal accounts of mirativity and evidentiality cor-
responds to the prejacent in this context. Second,
the addressee typically serves as the epistemic au-
thority, as in canonical questions (Farkas, 2022).
Third, the subject of the clause expressing the pre-
jacent may be the speaker, the addressee, or a third
party. Since it is never the gap or trace related to
comment, its referent is always accessible and may
be the source of epistemic knowledge about the de-
scribed event. When the subject is marked for the
first person and the verb is in the active voice, the
configuration is likely to correspond to the case of
direct access identified by Garrett (2001, 105), and
to what Tournadre (2008) and Widmer and Ziniga
(2017) describe as involving an endopathic expe-
riencer “in a state of affairs that involves a mental
state or process that is only directly accessible to

the experiencer herself or himself” (e.g., hungry,
exhausted) (Widmer and Zuiiga, 2017, 433).

Importantly, the correspondence between the
speaker and the first-person singular subject (ex-
cept in cases of quoted speech and inner dialogue),
and the hearer and the second-person singular sub-
ject (except in generic uses), sets these two apart
from the third person and from the plurals, particu-
larly with regard to which sources of information
are available to them. Here, again, we can draw on
a comparison with languages that grammatically
mark information source. Well-known models of
evidentiality, e.g., Aikhenvald (2004) or Hengeveld
and Hattnher (2015), allow us to distinguish up
to seven types of access to information: partici-
patory, visual, sensory, inferential, presumptive,
hearsay, quotative. We adopt a simplified ternary
distinction between sensory (participatory, visual,
sensory), mental (inferential, presumptive), and
verbal (hearsay, quotative) information source to
account for the differences between the readings
of comment. As detailed in Section 3.3, method,
means and reason questions target abstract relations
between facets of events and goals or expectations,
which are not directly accessible merely via the
senses. Instead, such questions require mental pro-
cesses: linking actions to goals (method, means) or
integrating new information with expectations and
logical entailments (reason). As a result, sensory in-
put constitutes a lower-quality information source
for addressing these more complex questions.

While French does not encode evidentiality or
egophoricity morphologically, the upshot of this
background section is that person and number
marking reflects event participation but also ac-
cess to mental representations of goals and ex-
pectations, thereby restricting the possible sources
of information on which an answer can be based.
We may therefore plausibly hypothesise that gram-
matical person and number, as encoded in French
morphosyntax, correlate with specific readings of
comment questions. Section 3 presents a corpus
study designed to test this hypothesis by examining
how different person-number combinations pattern
with the distinct interpretive categories—manner,
method, means, and reason—discussed in the pre-
ceding sections. Our analysis seeks to determine
whether the absence of dedicated morphological
markers is compensated for by systematic patterns
in the use of person and number in comment ques-
tions that reflect underlying epistemic or discourse-
related structures active across languages.
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3 Corpus study

This section reports a corpus study on the readings
of comment questions extracted from a corpus of
99 film scripts sourced from Lecteurs Anonymes
(Fliessbach et al., 2024). Below, we detail our
extraction and annotation methods, followed by the
results of our statistical analysis.

3.1 Data and methodology

Given the unavailability of large, genre-
homogeneous corpora of conceptually oral
(Koch and Oesterreicher, 1985), informal French
dialogues (see Fliessbach and Rockstroh 2024),
we used film scripts because they have been
shown to successfully approximate dialogue
(Levshina, 2017; Bednarek, 2018). We relied on
AntConc (Anthony, 2018) to extract occurrences
of comment, including their immediate discourse
context, from our corpus, discarding cases with no
person marking (infinitive or verb-less questions).
786 occurrences could be annotated for both
reading type and person. The authors were
supported by a linguistically trained native speaker
of French, who also added a blind control to 454
of the authors’ reading annotations.” In cases of
intuition mismatch, another annotation by one
of the authors (blind to the others) was added to
decide on the final reading by majority. Agreement
between the control and the corresponding subset
of final annotations was 87.2%; Cohen’s x = 0.82
(calculated with the irr package in R; Gamer
et al. 2019; R Core Team 2025). Reason readings
showed the lowest agreement (77%) (cf. Table 5 in
Appendix B).

Initially, we identified six readings: MANNER,
REASON, METHOD, MEANS, CLARIFICATION RE-
QUEST (CR), and OTHER. However, due to the met-
alinguistic nature of CRs (Purver, 2004), and the
low number of OTHER uses, we discarded both cat-
egories (n=27). All combinations of person (1,2,3)
and number (singular and plural) in the French in-
flectional system are attested in the remaining sam-
ple (n=759), as well as impersonal constructions,
in which pronouns such as on and ¢a do not refer to
a specific entity. We found 87 polite plural forms
for singular addressees and no third-person address
uses. We included human and non-human subject
referents, the latter being of particular importance
among the third-person subjects.

2We thank Yoan Linon for the support and our reviewers
for suggesting additional agreement measures.

3.2 Results

Tables 2 and 3 display the distribution of comment
readings across person and number categories. The
most frequent reading in the dataset is MANNER,
followed by MEANS, METHOD, and REASON. In
terms of grammatical person, second-person sub-
jects occur most frequently (n=273), followed by
third- (n=243) and first-person (n=121), as well
as impersonal constructions. Plural forms (exclud-
ing politeness vous) are significantly less frequent
than singular forms. The cross-tabulation of person
and number reveals an overall even distribution of
singular and plural across person categories, with
a slight over-representation of third-person plural.
Table 4 differentiates futoiement from the polite
plural vouvoiement.

Table 2: Person & number by reading of comment

man mea meth rea Sum
1s 19 18 40 19 96
2s 78 61 50 56 245
3s 113 48 26 19 206
1p 5 6 13 1 25
2p 11 10 6 1 28
3p 13 10 12 2 37

imps 57 23 27 15 122
Sum 296 176 174 113 759
Table 3: Number categories by reading of comment

man mea meth rea Sum
S 210 127 116 94 547
p 29 26 31 4 90
imps 57 23 27 15 122
Sum 296 176 174 113 759

Table 4: Address by reading of comment

man mea meth rea Sum
vousPol 29 23 16 19 87

tu 49 38 34 37 158
other 218 115 124 57 514
Sum 296 176 174 113 759

Figure 1 shows the Pearson residuals from a
x? test of the distributions in Table 2. Figures 2
and 3 in Appendix C provide such information
for Tables 3 and 4. Bar width reflects frequency,
while color encodes the direction and significance
of deviation from expected values: blue indicates
significantly positive association, red indicates sig-
nificantly negative association. All plots were gen-
erated using the vcd package (Meyer et al., 2006;
Zeileis et al., 2007).
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Each singular person category is positively cor-
related with one reading of comment: third-person
singular subjects are associated with manner read-
ings, first-person subjects with method readings
(singular and plural), and second-person singu-
lar subjects with reason readings. Among the ag-
gregated number categories (Appendix C), plural
forms are negatively associated with reason read-
ings and positively with method readings. Reason
readings are positively associated with informal
tutoiement. Impersonal subjects do not show a sig-
nificant association with one of the readings.

More globally, the tendencies for the first-person
singular complement those for the third-person sin-
gular. In particular, the first-person singular is
negatively associated with manner and positively
associated with method readings, two tendencies
which are inverted for the third-person singular.
The second-person singular, on the other hand,
aligns more closely with the first-person singular,
but deviates in its stronger association with reason
readings.

3.3 Discussion

In the following subsections, we will discuss the
associations between the readings and the person
and number categories detailed in Section 3.2.

3.3.1

The most frequent interpretation of comment in our
data is the manner reading, which shows a signifi-
cant positive association with third-person singular
subjects and a negative association with the first-
person singular. This pattern can be explained in
terms of epistemic access and aligns with the ten-
dency of third-person-subject questions to receive
allophoric marking. In questions with third-person
subjects, the individual referred to is typically dis-
tinct from both speaker and addressee. As a result,
the source of knowledge about the manner in which
an event occurred is external to the discourse par-
ticipants. Since manner information (e.g., how an
action was performed) is often accessible through
external observation, third-person subjects are well-
suited for such readings.

Third-person subjects in our data frequently in-
volve non-human referents, which are less compat-
ible with reason or method readings. The former
presupposes expectations; the latter, intentional
goal-directedness (cf. Section 3.3). Non-human
subjects thus naturally align with manner readings,
where observable behaviour is more salient than

Manner

internal rationale or purposeful planning.

As for the negative association between first-
person singular subjects and manner readings, this
can be attributed to the implausibility of the speaker
inquiring about properties of an event that they
experience. For the second-person singular, our
data contain situations in which speaker and hearer
are co-present and both experience the properties
of present and ongoing events, which reduces the
likelihood of an inquiry into the event properties.
However, there are cases in which co-presence of
the interlocutors does not ensure mutual access to
the relevant event properties. In our results, many
of the exceptions to the negative association be-
tween first person and manner involve questions
in which the speaker’s attention is directed toward
how they are perceived externally. Example (4) in-
volves a question about the speaker’s appearance or
an externally visible characteristic. In such cases,
the addressee can plausibly be better positioned to
access the relevant information, making a manner
reading with a first-person subject both possible
and natural.

(4) Context: A dancer asks their trainer after a
performance:

J’étais comment ? (How was 1?)

In sum, the fact that manner questions show a
significant positive association with third-person
subjects in our dataset can be accounted for by the
observation that external, sensory access is neces-
sary (and often sufficient) to provide information
on how an action was performed.

3.3.2 Method and means

Method readings of comment show a significant
positive association with first-person subjects, and
a negative association with third-person subjects.
Means readings do not show a significant effect.
Lexically, method questions often involve verbs
such as faire (pour) ‘do/go about sth’, s’y pren-
dre ‘go about sth’, atteindre ‘reach/achieve’ where
the method has argument status, and the subject is
promoted to the role of a sentient agent volition-
ally aiming to cause an event or a change of state
(Dowty, 1991, 572). Example (5) is a revealing
case: it expresses the speaker’s perplexity upon
finding themself in a situation where their usual
methods are unavailable. The addressee is cast as
an authority figure who is responsible for blocking
the speaker’s methods in the current context and
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Figure 1: Association plot based on a x2 test on Table 2 (person/number categories by readings).

expected to suggest alternative solutions that would
allow the subject to actualize a future event.

(5) Comment je fais si y’a rienici ? On I’opere
au couteau sans anesthésie ? Je vais le tuer
votre mec.

(How do I manage if there’s nothing here?
Do we operate him with a knife and without
anesthesia? I’m going to kill him, your guy.)

(Nos résistances, 2009)

At first sight, the nature of the relevant infor-
mation on a method to perform an action appears
objective and independent of the performer. Such
information is not per se privileged knowledge
held by a given discourse participant. However,
it is worth noting that method questions typically
license complete answers regarding abstract predi-
cates (S&bg, 2016, 6-7). As discussed in Section 2,
such abstract information requires mental rather
than sensory access. The information needed to de-
termine a suitable answer may involve the speaker’s
intentions and their internal reasoning. These ques-
tions thus presuppose that the referent of the gram-
matical subject had some internal motivation or
strategy, making first-person subjects particularly
compatible. Strictly speaking, the addressee is not
required to share the speaker’s reasoning nor to be
aware of it. As usual, the question arises from the
speaker’s need to obtain some missing information,

paired with the assumption that the addressee can
provide it in the given context.

What is less usual is that the information to be
provided is about an action to be performed by the
speaker. A first-person question would typically
be marked as allophoric in languages with gram-
matical egophoricity. However, if the speaker’s
goals are in question, introspection by the speaker
might be the privileged source of information. By
contrast, third-person subjects will usually not pro-
vide information to which they have introspective
access, since they are not addressed by the speaker
(in the second person). Furthermore, method and
means readings do not target reasons or justifica-
tions in the epistemic sense (as reason readings
do), but rather the operational path by which an
outcome is to be achieved. This kind of procedu-
ral inquiry fits naturally with the speaker soliciting
one possible option, not all the options that the
addressee can think of.

In essence, the significant positive association of
method readings with first-person subjects found in
our dataset does not violate the principles that guide
egophoric marking in other languages. A speaker
who is also the referent of the grammatical subject
has privileged access to the internal motivation or
strategy in planning the action and can best assess
what information is missing to actualise it.
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Finally, the positive association between first-
person plural subjects and method readings is due
to questions regarding future communal endeavors,
which invite group members to deliberate on strate-
gies in a manner reminiscent of hortative modality.

3.3.3 Reason

The reason reading of comment is typically as-
sociated with epistemic misalignment or surprise,
where the speaker seeks an explanation to reconcile
the prejacent (i.e. the proposition tu es aussi naif
in example (6), tu sais qu’elle boit in (7b)) with
their expectations or epistemic state (Fleury and
Tovena, 2018). As noted in Section 2, comment-
reason-questions do not contain a low syntactic gap
within the clausal core. Instead, the values of the
wh-phrase are full propositions, which is why these
questions are understood as querying explanations,
rather than event-internal properties.

(6) Comment peux-tu €tre aussi naif ? Tu ne
vois donc pas que les hommes qui te pren-
nent le font pour leur propre plaisir ?

(How can you be so naive? Can’t you see
that the men who take you are doing it for
their own pleasure?)

(Les rencontres d’aprés minuit, 2013)

a. GRAND PAPY:
N’importe quoi... Elle dit n’importe
quoi ! Ca quand on boit, on déraille.
(Nonsense... She’s talking nonsense!
When you drink, you go off the rails.)

b. PETIT SPIROU:
Comment tu sais qu’elle boit ?
(How do you know that she drinks?)
(Le petit Spirou, 2016)

(N

As discussed in Section 2, such readings presup-
pose mental access to a proposition rather than
sensory access to event-properties. Differently
from declarative miratives, the interrogative flip
in reason questions places the speaker in the role of
information-seeker, and the addressee is treated as
the epistemic authority. When the subject is second-
person singular, it is usually the addressee, who
is human, individuated, and discourse-proximate,
and can thus plausibly access the reasoning behind
the proposition being questioned. This might ac-
count for the observed positive association between
second-person singular subjects and reason read-
ings, and the significant negative association with
plural subjects, who typically represent distributed

knowledge and epistemic authority, and therefore
lack individualized epistemic grounding.

While third-person singular subjects are not ex-
cluded, they are less likely in reason readings. In-
stead, the third-party referent typically serves as
the target of the speaker’s incredulity or reproach,
rather than its resolution. It is still the addressee
who is positioned to explain or justify the described
state of affairs. Example (8) illustrates this: the
third-person plural subject (ils) is not expected to
provide an answer; the speaker appeals to the co-
present addressee for interpretive alignment.

(8) PAUL.: IIs I’ont exclu du truc !! Tu com-
prends ? Mon fils. Ca vient de moi cette
idée !!! Comment ils ont pu lui faire ca ?
Il sera jamais accepté dans cette école. ..
(They kicked him out of the thing!! You get
it? My son. That idea came from me!!! How
could they do that to him? He’ll never get
accepted to that school...)

(La lutte des classes, 2017)

First-person singular subjects are rarer but not
absent. These cases raise a conceptual tension:
the first person marks the speaker as event partici-
pant, a role usually associated with direct epistemic
access, which would make such questions infelic-
itous. However, when the speaker’s authority is
undermined, e.g., due to perceived incompetence,
reason readings remain available. These questions
often involve modals of ability, as in (9), suggesting
surprise at one’s own actions and inviting a form
of self-directed justification.

(9) Comment j’ai pu ne rien voir. . . comment
j’ai pu me tromper comme ca ?
(How could I not have seen. . .how could I
be so wrong?) (En liberté, 2017)

These utterances occupy a hybrid space between
internal reflection and public address, consistent
with cross-linguistic accounts of mirativity, where
first-person subjects appear in contexts of epistemic
dissociation (e.g., drunkenness or sleep, DeLancey
1997, 35). Indeed, HOW/WHY questions of reason
carry nuances of reproach cross-linguistically, al-
though the degree of negative stance by the speaker
towards the state of affairs varies and can range
from mild puzzlement to disapproval or denial
(Tovena, 2023). These nuances can also be related
to the association between tutoiement and reason
readings illustrated in Figure 3 in Appendix C: us-
ing an interrogative as a reproach might constitute
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a face-threatening act, thereby undermining the
politeness function typically associated with vou-
voiement.

Another form of speakers distancing themselves
from the state of affairs, and associating the audi-
ence in the same stance, is observed in a rhetorical
reason question such as (10).

(10) Comment je pourrais ne pas étre jaloux?
(How could I not be jealous?)
(Le Mystere Henri Pick, 2018)

These first-person questions often involve
modals of ability, highlighting the speaker’s per-
ceived failure or lack of competence. Finally, a
form of rejection is also found in cases where the
first-person question is used to challenge an at-
tributed statement, as in reported speech (11).

(11) C’est quoi ca? Comment je paie la com-
mande ?
(What is that? What do you mean I pay for
the order?)

In sum, the distribution of reason readings sup-
ports the broader hypothesis, put forward in Section
2, that these questions require mental access, which
favors subjects with individuated mental states,
most notably the second-person singular. First-
person uses become felicitous when the speaker’s
epistemic stance is compromised or performatively
framed. Third-person and plural subjects, lacking
such individualized mental access, are generally
dispreferred. This supports the claim that com-
ment reason readings are shaped by epistemic role
asymmetries and the mental accessibility of the
justification being sought.

4 Conclusions

This study has examined how the French wh-phrase
comment (how/why) interacts with grammatical
person and number in shaping the interpretation
space of questions. While comment can vary be-
tween manner, method, means, and reason read-
ings, our corpus data reveal systematic correla-
tions between these interpretations and the person-
number features of the subject. Third-person sub-
jects are associated with manner readings, indicat-
ing an allophoric perspective in which knowledge
about the event is derived from external observa-
tion and attributed to the addressee (as the asser-
tor), not to the third-person subject referent. In
contrast, method readings are more frequent with

first-person subjects, consistent with the idea that
such questions inquire about information accessi-
ble via mental processes (introspection, inference).
Finally, reason readings are associated with second-
person singular subjects, underscoring the role of
the addressee as the epistemic authority in resolv-
ing violations of the speaker’s expectations.

These findings support a view of person not
merely as a deictic category, but as a discourse-
sensitive indicator of epistemic roles. These as-
sociations between person and comment readings
are compatible with broader cross-linguistic pat-
terns involving egophoricity, mirativity, and evi-
dential access, even though French lacks dedicated
morphological markers for these categories. In
this sense, the use of the grammatical person sys-
tem in French reflects distinctions of knowledge
access and assertoric authority that are grammati-
cally encoded in other languages. Future research
might examine whether similar patterns appear
in further languages lacking dedicated epistemic
or egophoric morphology. The interface between
question type, subject properties (e.g. animacy or
definiteness), active involvement in a state of af-
fairs, and perspective-taking mechanisms also re-
mains a promising domain for cross-linguistic in-
quiry. Finally, future research could investigate
whether these person—reading correlations reflect
more fundamental, cross-linguistic speaker strate-
gies for managing epistemic asymmetries (Her-
itage, 2012). Speakers identify knowledge gaps
and choose addressees based on assumptions about
who is best positioned to provide the missing infor-
mation. Investigating how such epistemic consid-
erations shape the mapping between question type,
subject person, and expected answer content could
illuminate broader inquisitive strategies underpin-
ning the observed patterns.
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A Glosses

List of abbreviations for glossing according to Max
Planck Institute for Evolutionary Anthropology
(2015): 1 = first person, 2 = second person, 3 =
third person, AUX = auxiliary, COND = conditional,
INF = infinitive, IPFV = imperfective, NEG = nega-
tion, PL = plural, PRS = present, PST = past, PTCP
= participle, REFL = reflexive, SBJV = subjunctive,

SG = singular.’

(la) Comment va I’enfant ?
how £0.3SG.PRS the-child

(2a) Comment vous faites quand vous
how you.2PL do.2PL.PRS when you
étes toute seule ?
be.2PL.PRS all  alone

(3a) Comment tu peux imaginer
how you.2SG can.2SG.PRS imagine.INF
que je puisse étre assez fou

thatI can.1SG.SBJV be.INF enough crazy
pour avoir  fait ca?!
to  have.INF do.PST.PTCP that

(4) JYétais comment ?
I-was.1SG.IPFV how

(5) Comment je fais si
how I do.1SG.PRS if
y’a rien  ici?

there-have.3SG.PRES nothing here

(6) Comment peux -tu étre  aussi
how can.2SG.PRS you.2SG be.INF so
naif ?
naive

(7b) Comment tu sais qu’elle
how you.2SG know.2SG.PRS that-she
boit ?
drink.3SG.PRS

(8) Comment ils ont pu
how they.3PL AUX.3PL.PRS can.PTCP
lui faire c¢a?

him.DAT do.INF that

(9) Comment j’ai pu ne
how I-AUX.1SG.PRS can.PTCP NEG
rien  voir... comment j’ai
nothing see.INF how [-AUX.1SG.PRS
pu me tromper comme ¢a ?
can.PTCP REFL err.INF like  that

(10) Comment je pourrais ne pas étre
how I can.1SG.COND NEG be.INF
jaloux ?
jealous

1D

Comment je paie la commande ?
how I pay.1SG.PRS the order

3We thank our reviewers for suggesting this step.

B Annotations

Table 5: Confusion matrix of control annotations and
corresponding subset of final annotations

Control
man mea meth rea Sum
man 152 7 6 3 168

'Té mea 1 108 1 3 113
iz meth 6 14 89 3 112
rea 2 6 6 47 61
Sum 161 135 102 56 454
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C Figures

man mea meth rea

Pearson
residuals:
2.3

[ - 20

- -2.0

imps —- 26

1
p-value =
0.0024916

Figure 2: Association plot based on a 2 test on Table 3 (number categories by reading).

man mea meth rea Pearson
residuals:
T 2.8

vousPol
= 2.0

tu
— 0.0
L ]

other L o0
— 2.2
p-value =
0.0011163

Figure 3: Association plot based on a x? test on Table 4 (second-person address by reading).
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Does it take two to do an articulatory tango?
Investigating the production of novel phonetic forms in varying
communicative settings

Leonie Schade* and Daniel Duran® and Sina Zarrie and
Joana Cholin and Petra Wagner
Bielefeld University
CRC 1646 — Linguistic Creativity in Communication

Abstract

Successful communication sometimes neces-
sitates creative linguistic solutions. Although
speakers are flexible in their choices, they rely
on overused planning procedures. Deviating
from common pathways requires additional
cognitive resources and a good reason for do-
ing so. Current models of word production
mainly focus on modelling language behaviour
in monologues, falling short of capturing the
linguistic innovations that occur in every-day
dialogue. In this explorative study, we are inter-
ested in speakers’ use of novel forms in varying
communicative settings, testing the influence
of task, setting, familiarity, syllable frequency
and personality traits. Analyzing global pho-
netic/prosodic features, we find differences be-
tween monologues and dialogues within the
same speaker on the same task and between
different dialogue tasks as well as an effect of
individual differences in personality traits. Fur-
thermore, we find signs of increased involve-
ment —or chattiness— in a linguistically easier
spot-the-difference game. Lower fundamental
frequency ranges in tasks which require more
attention to the form, hint at a higher cognitive
load. We observe a higher proportion of low-
frequency target syllables produced as novel
forms and a higher degree of high-frequency
syllables produced in canonical patterns. Thus,
supporting our expectation of low-frequency
syllables to be more susceptible to creative pro-
cesses than high-frequency syllables.

1 Introduction

Successful communication sometimes necessitates
creative linguistic solutions. Although speakers
are flexible in their choice of words and structures,
they heavily rely on highly overused planning pro-
cedures. Deviating from common pathways re-
quires additional cognitive resources and a good
reason for doing so, such as attempting to achieve

“LS and DD contributed equally to the paper.

a specific communicative goal. Current cognitive
models of word production are mainly focused on
modeling highly predictable language behavior in
monologue speech, falling short of capturing the
linguistic innovations that occur in every-day di-
alogue. In the current study, we are particularly
interested in speakers’ use of novel phonetic forms
in varying communicative settings.

Research on linguistic creativity at the phonetic
level is scarce — there has been some studies on
phonetic talent in relation to language aptitude and
artistic creative abilities (e.g. Jilka, 2009). We are,
however, not concerned with the exceptional, but
rather everyday creativity “as an emergent func-
tion of dialogue” (Carter, 2015, 13) which is re-
flected in the production of novel phonetic forms.
Previous research shows that spontaneous speech
displays a high degree of pronunciation variation
(Ernestus and Warner, 2011). Still, phonetic in-
novations that deviate from the canonical phono-
tactic inventory of a given language by employing
unusual sounds, unusual syllabifications, or unex-
pected variations, are relatively rare phenomena
that are used strategically to aid the communicative
goal (Wagner et al., 2021). The investigation of
such non-conventional language uses poses a chal-
lenge for linguistic theory (Ernestus and Warner,
2011) but also for experimental research: Since
creative productions, by definition, do not occur
in predictable canonical patterns, they cannot be
elicited “directly” from speakers. Instead, novel
forms would be expected to occur in spontaneous
or task-oriented dialogue settings where speakers
are free to deviate from their articulation routines.
Yet, detecting such novel forms in spontaneous
speech data requires tremendous annotation effort
since speech samples need to be transcribed and
labeled in a narrow way (which captures fine pho-
netic detail), whereas common transcription proce-
dures provide orthographic transcriptions, reflect-
ing canonical/citation forms. However, the dual
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route account of phonetic encoding (Levelt et al.,
1999; Walsh et al., 2010; Cholin et al., 2011) pro-
vides a framework explaining how speakers can
deviate from more routinized pathways and pro-
duce novel phonetic forms. Within this account,
speech may either be produced by accessing pre-
compiled motor programmes from a repository (the
mental syllabary) via a “retrieval route”, or it may
be assembled from smaller units via an “assem-
bly route”. While the retrieval route is assumed
to be the faster, more automatized and more effi-
cient pathway, more often used in the production of
highly trained, high-frequency syllables, the assem-
bly route is a more controlled pathway which re-
quires more resources but offers a higher flexibility,
allowing for the construction of less trained, rare
syllables, and even novel pronunciations. Given
that rarely occurring syllables are more prone to be
generated via the assembly route, it is possible that
they are also more susceptible for being the target
of innovative modifications. Within the dual route
framework, we expect novel pronunciation patterns
to involve a higher degree of cognitive load.

In our study, we investigate whether this no-
tion also extends to creative pronunciations, and
whether dialogue-based interactions (as opposed
to monologues), potentially increase speakers’ ten-
dency for employing novel or unusual pronuncia-
tion strategies. This idea receives further support
from the finding that speaking in a dialogue differs
from speaking in a monologue (Kuhlen and Rah-
man, 2017), and may in some sense even be easier
due to interactive priming effects (Garrod and Pick-
ering, 2007, 2013). Speaking in dialogues may
foster the creative potential of individuals when
certain aspects of interpersonal dynamics are met:
group diversity, social and cognitive stimulation
(Paulus, 2000). We, therefore, ask whether vary-
ing communicative settings affect the production
of novel phonetic pronunciations. In particular, we
investigate the following research questions:

1. Do we find evidence for more or less cognitive
load (e.g., pauses or hesitations) across vary-
ing communicative settings and tasks, which
is likely to correlate with creative processes?

2. Do we find evidence for interpersonal dynam-
ics that may foster or inhibit creative pronun-
ciation behaviors (e.g., “chattiness", interper-
sonal alignment, emotional involvement, per-
sonality features)?

3. Do we find evidence for more or less novel
pronunciations across varying communicative
settings or tasks (e.g., a higher or lower fre-
quency of non-canonical, or novel produc-
tions)?

4. Do we find an effect of syllable frequency of
occurrence on the number of novel pronunci-
ations (i.e. are low-frequency syllables more
affected by novel pronunciation)?

We investigate these research questions by ana-
lyzing spontaneous speech productions in German
across different tasks and settings: the Diapix task
(DPX) (Baker and Hazan, 2011), a password ob-
fuscation task (PWO), a product naming task, car-
ried out both in monologues (PNM) and dialogues
(PND), and a debriefing and interview phase (DBI)
(see Section 2).

Research questions 1 and 2 will be addressed in
Section 3 by analyzing global phonetic/prosodic
parameters of interaction, indicating the level of
cognitive load, but also the level of involvement
across these three tasks, assuming that creative pro-
cessing will show more signs of cognitive load, and
that dialogues show more involvement than mono-
logues. Cognitive load is positively correlated with
the frequency of occurrence of speech pauses, hes-
itations and with longer (filled or silent) pauses
(Betz et al., 2023). Involvement will be investi-
gated by looking at turn-internal pauses as well as
pitch range (Wrede and Shriberg, 2003; Wagner
et al., 2024). As creative involvement may also
be driven by interpersonal dynamics and personal-
ity related factors, we also assess the influence of
speaker familiarity, and Big Five personality traits,
concentrating our present analysis on openness to
experience (Jirdsek and Sudzina, 2020), as it is the
most robust trait related to creative achievement
(Ahmed and Feist, 2021).

Research questions 3 and 4 will be addressed in
Section 4. The third research question will be in-
vestigated by comparing the number of phonetic in-
novations across tasks. We expect a larger amount
of novel forms in the product naming tasks than
in the Diapix task based on participants’ feedback
reported in Duran et al. (2025), saying that “they
understood the DPX [...] as requiring ‘precise’ use
of language in contrast to the other tasks, [...] re-
quiring ‘creative’ use of language” (p. 90). We
also expect interactive communicative settings to
lead to more variation and, thus, innovation (i.e.
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more novel productions in dialogues than in mono-
logues). The fourth research question will be in-
vestigated by analyzing the interplay of syllable
frequency and the probability of its being realized
in a canonical or novel fashion. We categorise syl-
lable realisations as novel if they show unexpected
variations, re-syllabifications, phones that are not
part of the language’s inventory, or phonotactic in-
novations similar to the characteristics described
in Wagner et al. (2021) and expect to find a higher
degree of target syllables with a low frequency of
occurrence to be produced in a novel way.

2 Experimental Design

The experimental methodology of the data used
in this study is presented in detail in Duran et al.
(2025). As novel phonetic forms, as defined above,
are/can be a rare phenomenon, we designed a bat-
tery of tasks specifically to encourage the elicita-
tion of novel phonetic forms. The evaluation of the
tasks’ suitability, i.e. if and how many novel forms
were produced is addressed in Section 4. The item
set consists of German syllables with either a high-
or low-frequency of occurrence (based on corpus
data compiled by Samlowski, 2016). The final
item set contains 47 high- and 33 low-frequency
target items (syllables), including 15 high- and
15 low-frequency syllables from syllabic quartets,
following the construction procedures of Cholin
et al. (2011). Additionally, socio-demographic
meta data (age, gender, language backgrounds etc.)
of each participant was collected and personality
traits assessed using the Big Five inventory (BFI-
10, Rammstedt et al., 2014). 23 participants (13
female, 1 non-binary/diverse, 9 male), between 18
and 32 (mean = 24, median = 21) years, all na-
tive speakers of German, participated in 12 dyadic
sessions. Seven dyads were peers (friends or ac-
quaintances) and five dyads consisted of strangers.
The following tasks were employed with differing
task orders:

Diapix (DPX). The Diapix task is an elicitation
method for (quasi-) spontaneous, interactive speech
in which two participants verbally engage in a spot-
the-difference game (Baker and Hazan, 2011). Our
target items are incorporated in the depictions on
the images such that participants are encouraged to
produce these syllables without being told to do so
explicitly.

Product Naming Dialogue (PND). Here, two
participants were tasked with finding a name for a

fictitious product using the two syllables provided
orthographically as a starting point. They received
60 products to name in random order. The nature
of the task asks participants to “play” with the pro-
vided syllables, encouraging novel creations.

Product Naming Monologue (PNM). In the
monologue version of the product naming task,
participants followed the same instructions as in
PND. They were instructed to think aloud while
coming up with a name on their own.

Password Obfuscation Task (PWO). This task
is another gamification scenario. It involves two
participants who have to verbally communicate
a password / pass-phrase to their interlocutor in
a simulated “man-in-the-middle attack™. As they
have to find strategies to hide the passwords / pass-
phrases (containing the target items) in a way the
third person cannot understand, we expect novel
strategies and novel productions.

Debriefing & Interview (DBI). After all tasks
have been completed, we conducted a short verbal
interview with the participants along with the final
debriefing. The two participants were seated in the
recording lab and the experimenter joined them to
talk about their experience with the various tasks.

2.1 Data preparation and analysis

Data annotation and acoustic analyses were done
with Praat (Boersma and Weenink, 2025), incor-
porating automatic transcriptions with BAS web
services (Kisler et al., 2017). The produced target
syllables are currently being annotated manually
by identifying the original target syllable and their
production type, i.e. if they were produced in their
canonical form or in a novel way. Following the
findings of Wagner et al. (2021), we consider pro-
ductions as novel when they show (1) unexpected
variations, (2) novel re-syllabificatons of lexemes
and (3) phonotactic or allophonic innovations.

We model all global effects statistically in R
with linear mixed-effects regression (LMER) and
the novel phonetic forms with generalized linear
mixed-effects models (GLMER) using /me4 (Bates
et al., 2015) together with ImerTest (Kuznetsova
et al., 2017), emmeans (Lenth, 2022) for post-hoc
computations of estimated marginal means (EMMs,
i.e. adjusted predictions) for pairwise comparisons
of categorical variables.

In LMER models, we consider the speaker ID
and the recording session as random effects. As cat-
egorical fixed effects we consider the following (the
first mentioned category is defined as the base level
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at the models’ intercept): task (PNM, DPX, PND,
PWO, DBI); familiarity (strangers vs. peers); PN
(first vs. second, encoding whether the participants
did the monologue product naming task before the
dialogue product naming). For some models, we
also take into account final (int vs. fin, encoding
whether an IPU is turn-internal or turn-final). As
numerical fixed effects, we consider the Big Five
subscales extraversion, agreeableness, conscien-
tiousness, neuroticism, openness individually, but
only report results for openness.

To find the best-fitting LMER models (estimated
using REML and nloptwrap optimizer), we apply
step-wise addition of variables, starting bottom-up
with an intercept only model and then step-by-step
adding fixed main effects and interactions until the
model fit cannot be improved. We use influence. ME
(Nieuwenhuis et al., 2012) to remove individual
overly influential observations from the model data.
For all significance tests, we apply o = 0.05.

All GLMER models (estimated using ML and
Nelder-Mead optimizer), were fitted so the produc-
tion type (canonical vs. novel) is predicted with
the speaker ID and the target syllables as random
effects and either the communicative setting (mono-
logue vs. dialogue) or the task (DPX, PND, PNM)
and the rarget syllable frequency (high vs. low)
as fixed effects. Standardized parameters were
obtained by fitting the model on a standardized
version of the dataset. 95% Confidence Intervals
(CIs) and p-values were computed using a Wald
z-distribution approximation.

3 Global Effects

[ obs. [ mean [ sd
pause.dur 7511 1.04 | 0.99 (seconds)
nIPU 5680 1.71 | 1.14 (count)
fO.range.z | 14849 1.26 | 1.17 (z-score)
endf0.rg.z 5569 | 0.87 | 1.03 (z-score)

Table 1: Descriptive statistics for the dependent vari-
ables: the total number of observations (obs.; i.e. the
number of data points submitted to the statistical anal-
ysis), the mean and standard deviation (sd). Note:
The total number of observations differs due to model-
dependent removal of overly influential observations.

We first analyze acoustic-phonetic features re-
lated to timing and coordination like pause dura-
tion or the number of IPUs, resp. pauses per turn
(Tab. 1). These provide clues to potentially in-
creased cognitive load, but also a higher degree of
a speaker’s involvement, due to underlying creative
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Figure 1: Predicted values of pause duration (by task,
Sfamiliarity, product naming task order and openness [at
min and max values]).
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Figure 2: Predicted values of IPUs/turn. The left panel
zooms into the smaller differences between the interac-
tive settings.

speech production processes.

In the absence of a linguistic analysis, we seg-
ment the recorded discourse of each task into inter-
pausal units (IPUs, i.e. stretches of speech which
are separated by a pause). Consecutive IPUs are
grouped into “furns” if they are not separated by a
pause longer than 5 seconds or a speaker change,
excluding single short IPUs (cf. Heldner et al.,
2011) from the interlocutor.

3.1 Pause durations

The number and duration of pauses may be seen as
a potential sign of increased cognitive load. We first
analyze the duration (pause.dur). As pauses we
define all turn internal stretches of silence no longer
than 5 seconds (at which threshold we assume the
start of a new turn). The analyzes are based on the
manually checked annotations of IPUs.

Results: Figure 1 visualizes the model pre-
dictions. The explanatory power of the best-
fitting model is moderate (conditional R? = 0.13,
marginal R? = 0.08; see Table 4 in the appendix
for full details). The EMM results (Fig. 11) for
pairwise comparisons involving PNM and DPX are
almost complementary for strangers who did the
monologue task first, on the one hand, and peers
who did the dialogue task first, on the other: (1)
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Figure 4: Predicted values of fO range at IPU ends. Left
panels: turn internal IPUs; right: turn-final.

PNM has significantly shorter pauses than DPX,
PND, PWO for strangers in the PN=first condition.
(2) PNM has significantly longer pauses than DPX,
PND, DBI for peers in PN=second condition. The
Diapix task shows a similar, but somewhat reversed
pattern: (1) DPX has significantly longer pauses
than PWO and DBI for strangers in PN=first, and
(2) DPX has significantly shorter pauses than PND,
PWO and DBI for peers in PN=second. Four of
the Big Five subscales are included in the model,
interacting with task, including openness for which
we see generally shorter pause durations predicted
with higher values of openness for all tasks.

3.2 IPUs per turn

After analyzing the duration of pauses, we now
turn to their number, as another proxy for cognitive
load. Here we analyze how many IPUs there are
per turn (variable n.IPU).

Results. Figure 2 visualizes the model pre-
dictions. The explanatory power of the best fit-
ting model is moderate (conditional R? = 0.20,
marginal R? = 0.18; see Tab. 5). EMMs (Fig. 12)
show that PNM has significantly more IPUs/turn
than any other (interactive) task, independent of
familiarity. Within the dialogue tasks, we find an

effect of familiarity: (1) For strangers: DPX has
significantly less IPUs/turn than PWO or DBI; and
PND has significantly less IPUs/turn than PWO
or DBI. (2) For peers: DPX has significantly less
[PUs/turn than PND or PWO; and PND has signifi-
cantly more IPUs/turn than DBI.

3.3 f0range

As a proxy for creative cognitive speech produc-
tion processes, potentially indicated by a higher
degree of involvement, we analyze variations in
fundamental frequency (f0). We are not interested
in absolute inter-speaker differences, but in intra-
speaker dynamics and variability across the differ-
ent interactional situations. Thus, in order to be
able to compare f0 variations across speakers, we
normalize fO values from the original Hertz scale
to z-scaled values by each speaker individually. We
model normalized fO range by computing the inter-
quantile range from 5% to 95% for each interval.

Results. Figure 3 visualizes the model predic-
tions. The explanatory power of the best fitting
model is weak (conditional R? = (.13, marginal
R? = 0.07; see Tab. 6). Pairwise EMM com-
parisons (Fig. 13) show two different patterns de-
pending on the product naming task order: (1)
for PN=first, the fO range is significantly larger
in PNM in comparison to PND, PWO and DBL
(2) for PN=second, the f0O range is significantly
smaller in PNM in comparison to DPX and PWO.
For PN=first, speakers also produced a larger fO
range in DPX in comparison to PND, PWO and
DBI. For PN=second, DPX has also a significantly
larger fO range than PND.

3.4 IPU-end f0 range

We model normalized fO range at the end of IPUs
(endf0.rg.z). To do this we extract the final 500ms
from each IPU which is longer than one second.
We also take into account positional effects, and
encode whether an IPU occurs at the end of a turn
(variable final).

Results. Figure 4 visualizes the model predic-
tions. The explanatory power is moderate (condi-
tional R = 0.15, marginal R? = 0.11; see Tab. 7).
EMMs (Fig. 14 show that the PNM task has a sig-
nificantly smaller fO range in comparison to all
dialogue tasks in turn-final IPUs for stranger in
the PN=second condition. This general tendency
towards smaller fO range in PNM is also true for
turn-internal IPUs, but the differences are statisti-
cally significant only for PNM vs. DPX and PNM
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vs. PWO.

3.5 Preliminary summary: global features

We find clear differences between the monologue
and dialogue settings within the same speaker on
the same task (product naming). Furthermore, the
acoustic-phonetic global features of the monologue
task (PNM) are different from all dialogue tasks.
PNM has overall more pauses and a smaller fO
range at the end of IPUs than the dialogue tasks.
We also find an effect of familiarity: The pause
duration in the Diapix task (DPX) is longer for
strangers in comparison to the other dialogues and
shorter for peers. We find an effect of task order in
the product naming tasks (mono first vs. second).
We find that individual differences in personality
traits affect the analyzed features. Finally, all vari-
ables included in the LMER models interact with
task — i.e. the models which include an interac-
tion with task always resulted in a better model
fit in comparison to models which have only the
corresponding main effect.

4 Novel Phonetic Forms

To assess the elicitation suitability of the tasks, we
look at the production type (canonical or novel)
of the uttered target syllables and their distribu-
tion across tasks. The differences in production
type in monologues vs. dialogues are analyzed on
the entire subset and also separately for both prod-
uct naming tasks. To investigate whether syllables
produced via the assembly route are more likely
to be subject of creative innovation, we analyze
the uttered target syllables’ frequencies (high vs.
low) in regard to their relation to the production
types. For the following analyses, we use a sub-
set of the data that where the production type has
thus far been annotated. It consists of the record-
ings of seven participants (1 d, 2 f, 4 m) in three
of the piloted tasks: PNM, PND, DPX (Tab. 2).
They produced 1224 instances of 51 different tar-
get syllables in total, six of which were excluded
because of unintelligibility and signal distortion,
yielding a set of 1218 target syllables; 514 of these
are canonical and 704 novel productions (42.20%
and 57.80%, respectively). One participant, P173,
blended/merged together target syllables in PNM.
For the present analyses, these are treated as their
separate target syllables. Table 2 shows the number
of uttered target syllables and their production type,
canonical or novel, for each participant and across

Production type across tasks

production
type

canonical

. novel

no. produced target syllables

0. E—— -

DPX PND PNM

Figure 5: Number of uttered canonical and novel pro-
ductions across the three tasks DPX, PND and PNM.
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Figure 6: Predicted values of canonical and novel pro-
ductions of high (“hi”) and low (“l0”) frequency sylla-
bles within tasks with the production type canonical = 0
and novel = 100.

the three tasks (Fig. 15). The amount of produced
target syllables in each task varies from 11.90% in
DPX to 59.85% in PNM, therefore, the distribution
of canonical and novel productions is computed
within each of the tasks.

4.1 Tasks

Looking at the three tasks individually (Tab. 2,
Fig. 5), PNM has the highest percentage of novel
productions (68.45% of productions within the task,
n = 499), followed by PND (54.07%, n = 186) with
DPX showing the lowest percentage of novel pro-
ductions (13.10%, n = 19).

The GLMER to predict production type with
the task and target syllable frequency (Tab. 12)
has a substantial total explanatory power (con-
ditional R? = 0.38) and the part related to the
fixed effects alone (marginal R?) is of 0.22. The
model’s intercept, corresponding to task[DPX]
and target_syl_freq[hi], is at —2.78 (95% CI
[—3.68,—1.88], p < 0.001). All variables and
interactions have a statistically significant effect of
p < 0.001. The predicted values are visualized in
Figure 6.
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task & P164 | P173 | P252 | P317 | P425 | P517 | P724 total ratio prod. type || distribution of
prod. type within tasks (%) prd. syls (%)
DPX 16 35 21 15 25 18 15 145 (11.90)
can 14 28 16 15 21 17 15 126 86.90 24.51
nov 2 7 5 0 4 1 0 19 13.10 2.70
PND 9 33 33 68 120 25 56 344 (28.24)
can 5 18 9 67 30 14 15 158 45.93 30.74
nov 4 15 24 1 90 11 41 186 54.07 26.42
PNM 35 68 188 112 162 37 127 729 (59.85)
can 19 32 52 58 35 9 25 230 31.55 44.75
nov 16 36 136 54 127 28 102 499 68.45 70.88
total 60 256 122 195 307 80 198 || 1218

can 38 98 57 140 86 40 55 514 42.20

nov 22 158 65 55 221 40 143 704 57.80

Table 2: Distribution of novel and canonical productions of target syllables per participant within the different
tasks. The percentages in italics refer to the ratio of total canonical and novel productions among all productions.
The rightmost column shows the distribution of the produced syllables (prd. syls) among the tasks. The values in
brackets refer to the ratio of a task’s total amount of productions among all productions.

Production type in communicative settingss

600

communicative
400 setting

) -
0

canonical

dialogue
. monologue

no. produced target syllables

novel

Figure 7: Number of uttered canonical and novel produc-
tions within the dialogue (DPX, PND) and monologue
(PNM) tasks.
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35%
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Figure 8: Predicted values of canonical and novel pro-
ductions of high- (“hi”) and low -(“10”) frequency sylla-
bles in mono- and dialogues with the production type
canonical = 0 and novel = 100..

4.2 Varying communicative settings: mono-
and dialogues

Figures 7 and 16 and Table 8 show the dataset with
both dialogue tasks merged into one category and
the PNM task as the monologue category. The per-
centage of novel productions within monologues
remains 68.45% (n = 499), while 41.92% (n = 205)
were produced in the dialogue tasks.

The GLMER to predict the production type
with the communicative setting and target sylla-

Target syllable frequency of production types

600

target
syllable
400 frequency

high
} -
0

. low
canonical

no. produced target syllables

novel

Figure 9: Number of uttered high- and low-frequency
syllables within canonical and novel productions.

ble frequency (Table 11) has substantial explana-
tory power (conditional R? = 0.37) and the part
related to the fixed effects alone (marginal R?)
is 0.16. The model’s intercept, corresponding to
monodia[dia] and target_syl_freq[hi], is at —1.37
(95% CI [—2.12,—0.61], p < 0.001). The effects
of all variables and interactions are statistically sig-
nificant (p < 0.001). The predicted values are
plotted in Figure 8.

A model comparison of the GLMER using fask
vs. setting as a fixed effect with ANOVA reveals
the latter to have significantly lower AIC and BIC
values and, thus, have a better model fit (Tab. 13).

4.3 Syllable frequency

53.41% of novel productions originated from a tar-
get syllable with a low frequency of occurrence
(n =376), while 58.56% of canonical productions
were high-frequency syllables (n = 301) (see Tab. 3,
Fig. 9 and 17). Overall, 51.64% of uttered tar-
get syllables had a high frequency (n = 629) and
48.36% had a low frequency (n = 629).
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prod. type & | P164 | P173 | P252 | P317 | P425 | P517 | P724 total || ratio syl freq in
syl freq prod. type (%)
canonical 38 78 77 140 86 40 55 514 42.20)
high 27 56 39 67 55 25 32 301 58.56
low 11 22 38 73 31 15 23 213 41.44
novel 22 58 165 55 221 40 143 704 (57.80)
high 15 16 84 35 102 20 56 328 46.59
low 7 42 81 20 119 20 87 376 53.41
total 60 136 242 195 307 80 198 || 1218

high 42 72 123 102 157 45 88 629 51.64
low 18 64 119 93 150 35 110 589 48.36

Table 3: Distribution of high- and low-frequency target syllables per participant across novel and canonical
productions. Percentages in italics refer to the ratio of total high- and low-frequency productions among all
productions. Values in brackets refer to the ratio of the production type among all utterances.

Product Naming: Predicted values of
production type in communicative setting

100)
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Q
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Figure 10: Predicted values of the production type of
high- (“hi”) and low- (“lo”) frequency syllables in the
mono- and dialogue version of the product naming task
with the production type canonical = 0 and novel =
100. Only the effect of monodia[mono] is statistically
significant (Tab. 14).

4.4 Product naming subset

Within the subset of the product naming tasks,
63.84% of uttered target syllables were produced
as novel phonetic forms and 53.87% of uttered tar-
get syllables had a low frequency (Tab. 9 and 10,
Fig. 18). A GLMER was fitted to predict the
production type with the communicative setting
and target syllable frequency (Tab. 14). The
model’s total explanatory power is moderate (con-
ditional R? = 0.25) and the part related to the
fixed effects alone (marginal R?) is of 0.03. The
model’s intercept, corresponding to monodia[dia]
and target_syl_freq[hi], is at —0.15 (95% CI
[—0.96,0.65], p = 0.708). Only the effect of
monodia[mono] is statistically significant (p =
0.004). The predicted values are plotted in Fig-
ure 10.

4.5 Preliminary summary: novel phonetic
forms

We find most novel forms to have been produced
in the PNM task, fewest in DPX and that the mono-
logue task led to more novel elicitations of novel

forms than both dialogue tasks combined. The vari-
ables task or setting and target syllable frequency
are significant in predicting the production type
with the model using setting having a better model
fit. Furthermore, low-frequency syllables are more
likely to be produced with novel pronunciations,
while high-frequency syllables are more likely to
be produced canonically. Focusing on the product
naming tasks, 63.84% of productions here are novel
and 53.87% of productions have a low frequency.

5 Discussion & Conclusion

In this paper, we focused particularly on the ques-
tion of whether the production of novel phonetic
forms varies depending on the communicative set-
ting, i.e. monologue vs. dialogue tasks.

We find not only clear differences between
monologues and dialogues within the same speaker
during the same task (product naming) but also
within the same speaker across the different dia-
logue tasks. The global phonetic-linguistic features
of the monologue product naming task are clearly
different from the other dialogue tasks. The results
from the “global” analyses (Section 3) show that
the duration of pauses depends on the familiarity
of the speakers and the tasks — with differences
between mono- vs. dialogue as well as the dif-
ferent interactive tasks. The Diapix task (DPX)
has longer pauses than the other dialogue tasks
for strangers and shorter pauses for peers (friends
or acquaintances). The monologue product nam-
ing task (PNM) has more pauses than the dialogue
tasks. Within the dialogues, we found that DPX
has less pauses per turn than the other tasks. This
could be interpreted as an indicator of increased in-
volvement or chattiness — with more turn-taking in
the linguistically easier spot-the-difference game.
In addition, familiarization with the task affects
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speech production, as evidenced by the effect of
task order in product naming (mono first vs. sec-
ond) on the range of the fundamental frequency
(f0). The fO range at the end of IPUs is smaller
in the monologue task in comparison to the other
tasks, highlighting the communicative function of
intonation in interactional settings, and potentially
indicting a higher cognitive load.

In addition, we find that individual differences
in personality traits (as captured by the Big Five
inventory scales) affect the analyzed features. Inter-
estingly, all variables included in the LMER mod-
els interact with rask — i.e. the models including
an interaction with task always resulted in a better
model fit in comparison to models which included
only the corresponding main effect, further high-
lighting the that the communicative setting affects
speech production.

The tasks developed by Duran et al. (2025)
are suitable to elicit novel forms, as the results
clearly show: 57.80% of all uttered target syllables
were novel productions. When we look only at
the ‘creative’ product naming tasks, the amount is
even higher: 63.84% of all productions are novel
(Tab. 9). The DPX results lead us to interpret it as
a suitable task for the production of spontaneous
dialogue and will in future analyses rather serve as
a baseline to compare the other tasks to.

The analyses on the novel phonetic forms (Sec-
tion 4) show that more novel forms were produced
in the product naming tasks than in DPX and that
PNM elicited the most novel productions, i.e. the
tasks encouraging to be creative on the linguis-
tic/phonetic level result in more novel productions
than the spot-the-difference task. This corroborates
our expectation that DPX is different from the other
tasks and supports the results found in Section 3
as well as the qualitative results from Duran et al.
(2025).

Contrary to our initial expectation, the highest
percentage of novel forms was produced in the
monologue task (PNM). In terms of the product
naming task, however, this seems plausible. We
believe some confounding factors could have led
to this high percentage in PNM: on the one hand,
the participants might have been less inhibited to
produce weird or nonsense forms and could have
just mumbled things because there was no listener
present and they were, as instructed, merely “think-
ing aloud”. Therefore, there was no need to pro-
duce something that is up to the standard and under-
lies the criteria for listener oriented speech. Rather,

speakers could already throw works-in-progress
out there. On the other hand, they might have sim-
ply needed to produce more options by themselves
because no partner providing other possibilities
was present. Garrod and Pickering (2013) noted
that “taking part in a conversation is more straight-
forward than speaking or listening in isolation.” In
psycholinguistic models of speech production eas-
ier means more automatized and less controlled.
Within the dual route account, the more straightfor-
ward pathway is retrieval. Our results with more
non-canonical productions of the target items could
be interpreted as follows: Monologues correspond
(at least in our experimental setup) with more con-
trolled speech productions — they might employ
the assembly route — the participants think more
about what they say — this gives them more op-
tions in speech production to become creative.

We observe a higher proportion of low-frequency
target syllables produced as novel forms, while a
higher proportion of high-frequency target sylla-
bles are produced in accordance with canonical
patterns. This syllable-frequency effect clearly
supports our expectation that low-frequency syl-
lables are more susceptible to creative processes
than high-frequency syllables. If there are certain
patterns to these novel phonetic forms, e.g., if there
is a difference in what kind of novel forms are pro-
duced from high- and low-frequency syllables, will
be focused on in further research. Our analyses
contribute to the understanding of speech produc-
tion in different communicative settings and serve
as a testbed for psycholinguistic models.
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A Appendix
A.1 LMER models (Section 3)

term Estimate SE df t Pr
(Intercept) 1.723 0.54 23 3.21  0.004  **
task[DPX] 0.606 04 3904 1.52  0.129
task[PND] 0.461 0.43 5363 1.06 0.288
task[PWO] -0.425 0.39 5810 -1.08 0.282
task[DBI] -1.431 0.47 7233  -3.02 0.003  **
fam.[peers] 0.25 0.15 23 1.62 0.118
PNM{[second] 0.202 0.18 34 1.12  0.273
extraversion 0.149 0.08 21 1.93  0.067
agreeableness -0.088 0.09 23 -0.97 0.341
neuroticism -0.215 0.1 41 -2.05 0.047 *
openness -0.067 0.08 17 -0.83 0.416
task[DPX]:fam.[peers] -1.018 0.12 3775 -8.67<0.001  ***%*
task[PND]:fam.[peers] -0.617 0.13 6010 -4.71<0.001  *#*k*
task[PWO]:fam.[peers] -0.301 0.11 5837 -2.71 0.007 **
task[DBI]:fam.[peers] -0.098 0.13 6883 -0.74 0.458
task[DPX]:PNM[second]  -1.11 0.15 3369 -7.43<0.001  #***

task[PND]:PNM[second] -0.815 0.16 4867 -5.09<0.001  #***
task[PWO]:PNM[second] -0.332 0.14 3688 -2.36 0.018 *
task[DBI]:PNM[second] -0.433 0.16 5916 -2.71 0.007 **
task[DPX]:extraversion -0.371 0.05 3056 -6.79<0.001  ****
task[PND]:extraversion -0.386 0.06 4660 -6.43<0.001  *F***
task[PWO]:extraversion -0.108 0.05 4984 -1.97 0.049 *
task[DBI]:extraversion 0.186 0.07 7289 2.63 0.009 **
task[DPX]:agreeableness ~ 0.039 0.06 5766 0.65 0.517
task[PND]:agreeableness -0.006 0.07 6367 -0.08 0.933
task[PWO]:agreeableness ~ 0.207 0.07 5907 3.18 0.001 **
task[DBI]:agreeableness 0.038 0.08 7268 046 0.647
task[DPX]:neuroticism 0.563 0.08 2824 6.64 <0.001  #***
task[PND]:neuroticism 0.467 0.09 3839 5.16 <0.001  ****
task[PWO]:neuroticism 0.128 0.09 2902 149 0.137
task[DBI]:neuroticism 0.268 0.1 5920 2.79 0.005 k*

task[DPX]:openness -0.112 0.05 4967 -2.1 0.036 *
task[PND]:openness -0.018 0.06 6361 -0.31 0.753
task[PWO]:openness 0.004 0.05 6368 0.08 0.935
task[DBI]:openness -0.091 0.07 7401 -1.28 0.202
Random effects. Number of obs: 7511, groups: speaker, 21
Groups Name Variance  Std.Dev.  Corr
speaker (Intercept)  0.048 0.22
Residual 0.881 0.939

Table 4: LMER fixed effects coefficients and random effects of the pause duration model. Formula (following R
notation according to the Ime4 package, see Bates et al., 2015): pause.dur ~ task + familiarity + PNM + extraversion
+ agreeableness + neuroticism + openness + task.familiarity + task:PNM + task:extraversion + task:agreeableness
+ task:neuroticism + task:openness + (Ilspeaker).

27

Proceedings of the 29th Workshop on the Semantics and Pragmatics of Dialogue (SemDial 2025)



EMM of task (pause duration)

DBI *——>
PWO +——>

PND +“——>
DPX +«—e
PNM +——>

DBI >

PWO o
PND o>
DPX <—e—>
PNM o

task

DBI *~—>
PWO <o
PND o
DPX o>
PNM <«
DBI G
PWO o>
PND —e—
DPX ~—>
PNM e

0.0 0.5 1.0 1.5 2.0
emmean

Figure 11: Estimated marginal means of task by familiarity and product naming order (PN) with the pause duration
model. Shaded areas indicate confidence intervals, arrows show comparisons, reflecting “as much as possible the
significance of the comparison of the two estimates” (Lenth, 2022).
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Figure 12: Estimated marginal means of task by familiarity with the IPU/turn model.
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term Estimate SE df t Pr

(Intercept) 5.083 1.26 2888 4.03 <0.001  *k**
task[DPX] -3.948 1.26 4643 -3.15 0.002  **
task[PND] -3.223 1.26 4673 -2.55 0.011 *
task[PWO] -3.425 1.27 5073 -2.69 0.007 **
task[DBI] -2.899 1.3 4813 -2.23 0.026 *
fam.[peers] -0.852 0.38 3468 -2.26 0.024 *
conscientiousness 1.04 0.18 1084 591 <0.001  ***%*
neuroticism -0.198 0.2 2149 -1.01 0.313
openness -0.355 029 5066 -1.23 0.217
task[DPX]:fam.[peers] 0.819 0.37 5676 2.2 0.028 *
task[PND]:fam.[peers] 0.97 037 5679 2.59 0.01  **
task[PWO]:fam.[peers] 0.699 0.38 5679 1.85 0.065
task[DBI]:fam.[peers] 0.352 0.39 5680 0.89 0.373

task[DPX]:conscientiousness ~ -0.937 0.17 5664 -5.53<0.001  ****
task[PND]:conscientiousness  -1.194 0.17 5662 -6.87 <0.001  ****
task[PWO]:conscientiousness  -0.965 0.18 5680 -5.39<0.001  ****
task[DBI]:conscientiousness -1.006 0.18 5675 -5.72<0.001  ***%*

task[DPX]:neuroticism 0.282 0.2 3266 143 0.152
task[PND]:neuroticism 0.146 0.2 3310 0.74 0.46
task[PWO]:neuroticism 0.09 0.2 4078 045 0.651
task[DBI]:neuroticism 0.107 0.21 3594 052 0.602
task[DPX]:openness 0.324 0.29 5679 1.13 0.258
task[PND]:openness 0.494 029 5680 1.72 0.086
task[PWO]:openness 0.472 0.29 5679 1.64 0.102
task[DBI]:openness 0.355 0.29 5679 122 0.221

Random effects. Number of obs: 5680, groups: speaker, 21

Groups Name Variance  Std.Dev.  Corr

speaker  (Intercept) 0.023 0.15

Residual 1.039 1.019

Table 5: LMER fixed effects coefficients and random effects of IPUs/turn model. Formula: n.IPU ~ task + familiar-
ity + conscientiousness + neuroticism + openness + task:familiarity + task:conscientiousness + task:neuroticism +
task:openness + (1lspeaker)
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Figure 13: Estimated marginal means of task by product naming order (PN) and familiarity with the f0 range
model.
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term Estimate SE df t Pr

(Intercept) -0.538 0.61 14 -0.88 0.391
task[DPX] 1.361 0.19 14818 7.34 <0.001
task[PND] 0.563 0.24 14817 2.39 0.017 *
task[PWO] 0.33 0.24 14812 1.38 0.169
task[DBI] 0.098 0.31 14812 0.31 0.755
conscientiousness 0.194 0.12 15 1.58 0.136
openness -0.013 0.09 14 -0.14 0.892
neuroticism 0.167 0.09 14 1.77 0.097
extraversion 0.109 0.09 14 1.17 0.263
PNM[second] 0.086 0.19 14 0.45 0.663
fam.[peers] 0.357 0.17 14 2.06 0.059

task[DPX]:conscientiousness  -0.414 0.04 14795 -10.22 <0.001  ***x*
task[PND]:conscientiousness  -0.201 0.05 14816 -3.85 <0.001  #**
task[PWO]:conscientiousness  -0.179 0.05 14817 -3.37 <0.001  *=**
task[DBI]:conscientiousness -0.077 0.07 14814 -1.14 0.256

task[DPX]:openness 0.282 0.03 14810 9.8 <0.001  FEEE
task[PND]:openness 0.145 0.04 14817 4.13 <0.001  wkEE
task|[PWO]:openness 0.154 0.04 14818 4.13 <0.001  FEEE
task[DBI]:openness 0.12 0.05 14816 2.33 0.020 *
task[DPX]:neuroticism -0.187 0.03 14617 -5.72 <0.001  FE*E
task[PND]:neuroticism -0.263 0.04 14745 -6.35 <0.001  wEEE
task[PWO]:neuroticism -0.427 0.05 14816 -8.44 <0.001  #***
task[DBI]:neuroticism -0.354 0.07 14816 -5.36 <0.001 Rk
task[DPX]:extraversion -0.113 0.03 14609 -3.76 <0.001  *=x*
task[PND]:extraversion 0.027 0.04 14746 0.74 0.459
task[PWO]:extraversion 0.188 0.04 14811 4.63 <0.001  FEEk
task[DBI]:extraversion 0.097 0.05 14816 19 0.058
task[DPX]:PNM[second] 0.165 0.07 14546 246 0.014 *
task[PND]:PNM[second] 0.225 0.09 14692 2.64 0.008  **
task[PWO]:PNM[second] 0.631 0.09 14797 6.65 <0.001  FwEEx
task[DBI]:PNM[second] 0.164 0.14 14817 1.2 0.230

Random effects. Number of obs: 14849, groups: speaker, 21

Groups Name Variance  Std.Dev.  Corr

speaker (Intercept)  0.092 0.303

Residual 1.249 1.118

Table 6: LMER fixed effects coefficients and random effects of f0 range model. Formula: f0.range.z ~ task +
Sfamiliarity + PNM + extraversion + conscientiousness + neuroticism + openness + task:conscientiousness +
task:openness + task:neuroticism + task:extraversion + task:PNM + (Ilspeaker).
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term Estimate SE df t Pr
(Intercept) -1.335 0.46 18 -2.92 0.009 **
task[DPX] 1.829 0.29 3850 6.33 <0.007] sk
task[PND] 1.303 0.34 4687 3.82 <0.007 sk
task[PWO] 0.782 0.37 5077 2.13 0.033 *
task[DBI] 0.755 041 5366 1.85 0.064
conscientiousness 0.174 0.09 17 1.9 0.074
fam.[peers] 0.544 0.14 21 3.84 <0.001 sk
neuroticism 0.112 0.11 42 1.05 0.298
final[fin] -0.299 0.11 5533 -2.7 0.007 **
openness 0.142 0.06 11 2.29 0.042 *
PNM[second] -0.083 0.19 31 -0.43 0.671
extraversion 0.089 0.08 20 1.18 0.251
task[DPX]:conscientiousness ~ -0.388 0.06 4757 -6.84 <0.00]1 #***
task[PND]:conscientiousness  -0.193 0.07 5281 -2.62 0.009 **
task[PWO]:conscientiousness  -0.118 0.07 5284 -1.62 0.106
task[DBI]:conscientiousness -0.039 0.09 5463 -0.43 0.665
task[DPX]:fam.[peers] -0.256 0.09 4910 -2.7 0.007 **
task[PND]:fam.[peers] -0.394 0.11 5475 -3.64 <0.001 **=*
task[PWO]:fam.[peers] -0.323 0.12 5077 -2.73 0.006 **
task[DBI]:fam.[peers] -0.384 0.15 5519 -25 0.013*
task[DPX]:neuroticism -0.036 0.09 329 -0.39 0.693
task[PND]:neuroticism -0.253 0.1 390 -2.64 0.009 **
task[PWO]:neuroticism -0.302 0.1 492 -3.08 0.002 **
task[DBI]:neuroticism -0.278 0.11 815 -2.61 0.009 **
task[DPX]:final[fin] 0.504 0.12 5533 4.19 <0.007] sk
task[PND]:final[fin] 0.395 0.13 5533 3.02 0.003 *:
task[PWO]:final[fin] 0.275 0.13 5533 2.06 0.04 *
task[DBI]:final[fin] 0.607 0.16 5527 3.75 <0.007 #sk*
task[DPX]:PNM[second] 0.292 0.16 393 1.85 0.065
task[PND]:PNM[second] 0.424 0.17 501 2.49 0.013*
task[PWO]:PNM[second] 0.623 0.18 594 3.49 <0.001] *#*
task[DBI]:PNM[second] 0.295 0.2 903 1.49 0.136
task[DPX]:extraversion -0.054 006 1169 -0.93 0.354
task[PND]:extraversion 0.014 0.06 1794 0.21 0.832
task[PWO]:extraversion 0.154 0.07 3082 2.31 0.021 *
task[DBI]:extraversion -0.01 0.09 5110 -0.11 0911

Random effects. Number of obs: 5569, groups: speaker, 20

Groups Name Variance  Std.Dev.  Corr

speaker  (Intercept) 0.04 0.199

Residual 0.912 0.955

Table 7: LMER fixed effects coefficients and random effects of end-IPU f0 range model. Formula: f0.range.z ~
task + familiarity + PNM + final + extraversion + conscientiousness + neuroticism + openness + task:familiarity +
task:PNM + task:final + task:extraversion + task:conscientiousness + task:neuroticism + (1 | speaker)

31

Proceedings of the 29th Workshop on the Semantics and Pragmatics of Dialogue (SemDial 2025)



end f0 range: EMM of task

DBI | —»
PWO - «—o—>
PND - «— o

DPX - e
PNM - «—o—>

DBI | —
PWO - «——>

PND - «—o—>

DPX - e
PNM - —»

DBI t0—>
PWO | +—e
PND - +——>
DPX - +—>
PNM - *—>

DBI - +——>
PWO - +——>
PND - +—>
DPX - <+—e
PNM *—»

task

DBI - o——>»
PWO |
PND -
DPX -
PNM -

PWO |
PND -
DPX -
PNM -

+——>
<+——>
<+
+—0
DBI - <+o—>
*—>
*>
+—o0—>
*———»

DBI -
PWO - +—0
PND - +—>
DPX - o
PNM +——>

DBI - +——>
PWO | +— >
PND | “—o >

DPX - <+
PNM *—>

0.0 0.5 1.0 1.5
emmean

Figure 14: Estimated marginal means of fask with the end-IPU f0 range model.
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A.2 Additional Tables and Figures for Section 4

A.2.1 Novel Forms

no. produced target syllables

Production type and target syllable frequency by speaker

100
75
50
25

o | -

P164 P173 P252 P317 P425 P517

100 -
75
50
25 -
0 | —

T T
can nov

T T
can nov

T T
can nov

T T
can nov

T T
can nov

T T
can nov

can nov

Figure 15: Number of uttered high- and low-frequency syllables within canonical and novel productions of each participant.

A.2.2 Monologues and Dialogues

setting & Pl164 | P173 | P252 | P317 | P425 | P517 | P724 total prod. type
prod. type in settings (%)
monologue 35 68 188 112 162 37 127 729 (59.85)
can 19 32 52 58 35 9 25 230 31.55
nov 16 36 136 54 127 28 102 499 68.45
dialogue 25 68 54 83 145 43 71 489 (40.15)
can 19 46 25 82 51 31 30 284 58.08
nov 6 22 29 1 94 12 41 205 41.92
total 60 256 122 195 307 80 198 || 1218

can 38 98 57 140 86 40 55 514 42.20
nov 22 158 65 55 221 40 143 704 57.80

Table 8: Distribution of novel and canonical productions of target syllables per participant within the monologue (PNM) and
dialogue (PND & DPX) tasks.

Target syllable frequency and production type by speaker

P164
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20
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Figure 16: Number of uttered high- and low-frequency syllables within canonical and novel productions the of each participant

in the monologue (PNM) and dialogue (PND & DPX) tasks.
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A.2.3 Syllable Frequency

Target syllable frequency and production type by speaker

Zz — || . I - [ ||

75
50
e il
o —— |
hi lo hi lo i lo hi lo

hi lo
Figure 17: Number of uttered high- and low-frequency syllables within canonical and novel productions of each
participant.

no. produced target syllables

||
hi lo

hi lo h

A.2.4 Product Naming Subset

setting/task & | P164 | P173 | P252 | P317 | P425 | P517 | P724 total || ratio prod. type
prod. type in setting (%)
mono/PNM 35 68 188 112 162 37 127 729 (67.94)
can 19 32 52 58 35 9 25 230 31.55
nov 16 36 136 54 127 28 102 499 68.45
dia/PND 9 33 33 68 120 25 56 344 (32.006)
can 5 18 9 67 30 14 15 158 45.93
nov 4 15 24 1 90 11 41 186 54.07
total 44 101 221 180 282 62 183 || 1073

can 24 50 61 125 65 25 40 388 36.16
nov 20 51 160 55 217 39 143 685 63.84

Table 9: Distribution of novel and canonical productions of target syllables per participant within the monologue
and dialogue variations of the product naming task (PNM & PND).

prod. type & | P164 | P173 | P252 | P317 | P425 | P517 | P724 || total || ratio syl frqin
syl freq prod. type (%)
canonical 24 50 61 125 65 23 40 388 (36.16)
high 13 29 23 52 34 9 18 178 45.88
low 11 21 38 73 31 14 22 210 54.12
novel 20 51 160 55 217 39 143 685 (63.84)
high 13 14 82 35 98 19 56 317 46.28
low 7 37 78 20 119 20 87 368 53.72
total 44 101 221 180 282 62 183 || 1073

high 26 43 105 87 132 28 74 495 46.13
low 18 58 116 93 150 34 109 578 53.87

Table 10: Distribution of high- and low-frequency target syllables per participant across novel and canonical
productions within the monologue and dialogue variations of the product naming task (PNM & PND).
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Product Naming:
Target syllable frequency and production type by speaker

100

50

0 1 v 1 -7 _. I — _-

100

50
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can nov can nov can nov can nov can nov can nov can nov

no. produced target syllables

target syllable frequency hi . lo

Figure 18: Number of uttered high- (‘“hi”’) and low- (“l0”) frequency syllables within canonical and novel productions
of each participant in the monologue and dialogue variations of the product naming task (PNM & PND).

A.3 GLMER models

term Estimate  Std. Error  z value  Pr(>lzl)

(Intercept) -1.3660  0.3837 -3.560  <0.001 *%*%*

monodia[mono] 2.4125 0.3319 7.268 <0.001 ***

target_syl_freq[lo] 1.6079 0.3878 4.146 <0.001

monodia[mono]:target_syl_freq[lo] -2.1496 0.5003 -4.297  <0.001 ***
Random effects. Number of obs: 1218, groups: target_syl, 51; participant, 7
Groups Name Variance ~ Std. Dev.

target_syl  (Intercept) 0.5443 0.7378
participant  (Intercept)  0.5683 0.7539

Table 11: GLMER fixed effects coefficients and random effects of mono- & dialogue model (“modell.mdI”).
Formula: type_num ~ monodia * target_syl_freq + (1 | participant) + (1 | target_syl)

term Estimate  Std. Error  z value  Pr(>lzl)
(Intercept) 27772 0.4581 -6.063  <0.001 *%*%*
task[PND] 2.6496 0.4152 6.382 <0.001 #*%**
task[PNM] 3.5933 0.3944 9.110 <0.001 **%*
target_syl_freq[lo] 4.0918 0.8792 4.654 <0.001 #***
task[PND]:target_syl_freq[lo]  -3.8822 0.9363 -4.146  <0.001 #***
task[PNM]:target_syl_freq[lo] -4.3110 0.8890 -4.849  <0.001 ***
Random effects. Number of obs: 1218, groups: target_syl, 51; participant, 7
Groups Name Variance  Std. Dev.

target_syl  (Intercept) 0.2810 0.5301
participant  (Intercept)  0.5528 0.7435

Table 12: GLMER fixed effects coefficients and random effects of tasks model (“model2.mdl”’). Formula: type_num
~ task * target_syl_freq + (1 | participant) + (1 | target_syl)
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npar AIC BIC logLik -2*log(L)  Chisq Df Pr(>Chisq)
modell.mdl 6 1391.7 14223 -689.85 1379.7
model2.mdl 8 13454 13862 -664.69 13294 50301 2 1.194e-11  ***

Table 13: Model comparison with ANOVA.

term Estimate  Std. Error  z value  Pr(>lzl)

(Intercept) -0.1537  0.4104 -0.374  0.70805

monodia[mono] 1.0529 0.3612 2915 0.00356 **

target_syl_freq[lo] 0.2108 0.3841 0.549 0.58320

monodia[mono]:target_syl_freq[lo] -0.5166 0.4865 -1.062  0.28826
Random effects. Number of obs: 1073, groups: target_syl, 48; participant, 7
Groups Name Variance  Std. Dev.

target_syl  (Intercept) 0.3383 0.5816
participant  (Intercept)  0.6035 0.7769

Table 14: GLMER fixed effects coefficients and random effects of mono- & dialogue model on product naming
subset. Formula: type_num ~ monodia * target_syl_freq + (1 | participant) + (1 | target_syl)
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Abstract

Disallowing non-modifier words and phrases to
occur in duplicate copies (repetition sequences
(RYS)) is a basic principle of formal grammar.
The existence of such sequences is pervasive in
conversation, with a wide variety of meanings,
across diverse languages (data is provided in
this paper from English, French, German, He-
brew, Greek, and Chinese). We relate such uses
to its even more pervasive occurrence in head
gestures, across all three axes (nodding, shak-
ing, tilting). Although the existence of the phe-
nomenon has been noted in previous literature,
no systematic taxonomy nor formal treatment
has been offered. We offer both a taxonomy
with high coverage, but also ground the mean-
ings RS can bear in a dialogical grammar. We
also offer a characterization of the words that
are particularly susceptible to several classes
of RS uses (above and beyond self-repair and
emphasis, which seem to be, to a first approxi-
mation, unrestricted).

Introduction

Formal grammars recognize the possibility of se-
quences of repeated words for modifiers like adjec-
tives and adverbs via categories of the form X\ X.
On the basis of this, one can capture the grammati-
cality of examples like (1), the meaning is a more
complex story:

(1) a. Peter: but if you went through the Inde-

pendent and you counted the erm number
of different words the total vocabulary, I
think you’d find it’s many many many
many many many many times bigger
than the . .. (unfinished) [BNC, J40, L190]

b. Anon3: Very very very briefly Chairman,

erm first of all you can see in paragraph
two point three ... [BNC, J42, L.2]

On the other hand, such grammars will typically

rule out cases like (2):!

(2) a. BoBo left.

b. Millie likes likes Bo.

However, in spoken language, repetition se-

quences (RSs) of this kind occur across a wide
range of categories, words, phrases, and clauses:

(3) a. Grace : Different beat, different beat innit?

Anon 3: and it goes ( singing ) ‘for ever
and ever’ Yeah yeah yeah we know we
know [BNC, KPE, .23 — L.25]

. dennis mccarthy: Yes yes. You’ve never

had to eat fire to get .. .rob tomlinson: No
no no. [BNC KM2, L.821 — L.823]

. (attested) A: Funny funny because he

doesn’t really call for a ceasefire or any-
thing B: He does ! ‘Immediate stop to
fighting’. A: true true I hastily read.

. Emmy: And I think, yes we will do all that

but not quite to the extreme and we should
( unclear ) try now and sell more during
the year and really see how the flow goes.
Emmy: So instead of pushing pushing
pushing, let’s just see how much comes
more or less naturally through advertising.
( unclear ) [BNC, J9P, L202 — L.203]

. Chris: Hi Susan how are you? Susan: Hi

Chris. Fine thank you. Chris: Good good
good. Geared up for the hols? [BNC,
KBK, L1293 - L1297]

'An anonymous reviewer is skeptical about this claim,

suggesting that formal grammars in general do not address the
kind of repetition, but do not rule it out. We think they intend
to rule such cases out by not providing a ‘legal derivation’
thereof in their rule/principle-set.
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Indeed strikingly some cases of RS are clearly
not equivalent to the single uses:
4) (In a courtroom) A: Were you present at
the meeting on 19 November? B: # No, no
no / #Yes, yes, yes.

Repetition can also be infelicitous, e.g., RS of
backchannels:?

A: She told me to leave B: mmh / #mmh
mmh A: and then she insulted me.

)

Floricic and Mignon (2007), in their study of the
reduplication of no (in French and Italian), point
out the different syntactic and semantic constraints
of this phenomenon. They specify two main cases
in which the utilisation of the form reduplicated
seems impossible: in a polar question (with the
expression "or no?") as in (6), and in a subordinate
after the pronoun "that" as in (7).

(6) a. Ouais et vous étes parties vous a Disney-
land ou non ? [CODIM-MPF] (Yeah and
did you went to Disneyland or no?)

b. ? Quais et vous €tes parties vous a Disney-
land ou non non ? (Yeah and did you went
to Disneyland or no no?)

(7) a. Je trouve que non personnellement j’aime
mieux [CODIM-ESLOY] (I think that no,

personally I like it better)

b. ? Je trouve que non non personnellement
j’aime mieux (I think that no no, person-
ally I like it better)

Also, they specify that the reduplication form
cannot appear in the final position when this struc-
ture opens an answer, as it is shown in (8).

(8) a. A:en ¢an’est pas votre mari qui qui lui
écrit 7 — B: non non non c’est toujours
moi [CODIM-ESLO] (A: So it’s not your
husband who’s writing to him? — B: No
no no, it’s always me.)

2An anonymous reviewer expresses doubt about this judge-
ment, suggesting it is felicitous as long as they are intonation-
ally separate. This is distinct from the intonation in typical
RS, as in (3), but clearly this calls for a careful experimental
study.

b. ? A: en ¢an’est pas votre mari qui qui lui
écrit 7 — B: c’est toujours moi non non
non (A: So it’s not your husband who’s
writing to him? — B: it’s always me, no no
no)

Repetition has been widely studied, as we dis-
cuss in section 2, and, as we will exemplify, the phe-
nomena at issue seem universal (apart from English,
we provide data from Chinese, German, Greek, and
Hebrew). However, there has been no careful tax-
onomy of RSs, nor any formal treatment. RSs pose
problems both for formal grammars, which are set
up to disallow them, but also for dynamic semantic
treatments, where repetition at best has a vacuous
effect (see e.g., (Kamp et al., 2010).

‘We start in section 2 with a brief literature review,
illustrating that RSs are not formally described in
the literature. We then propose a taxonomy in sec-
tion 3. On the basis of this, we perform a corpus
study of the distribution of RS and a classification
of its possible distinct uses. We undertake this in
section 4. Drawing on its results, we offer a formal
grammatical account in section 5, after which we
discuss a possible explanation for the words used
most frequently for certain classes of RS. Section 7
provides conclusions and future work.

2 Literature Review

Repetition is a frequent phenomenon in spoken
discourse, and it has been widely studied within
pragmatic and conversational frameworks. Studies
found that repetition not only occurs to signal dis-
fluency or redundancy, but it also performs other
important functions in discourse. Among earlier
studies, scholars observed that repetition reinforces
previously stated information (Kernan, 1977) and
improves the precision in speech (Erickson, 1984).
Bublitz (1989) suggests that repetition helps main-
tain the continuous and smooth flow of speech, sig-
nals the speaker’s stance toward what is being said,
and also assists both speaker and listener in com-
prehension. Furthermore, Norrick (1987) offers a
nuanced classification of self-repetition, dividing
its functions into four categories—Semantically-
based repetition, Production-based repetition,
Comprehension-based repetition, Interaction-
based repetition. However, his categories are quite
a bit broader than RS, including coordination, re-
formulation, and mere repetition of words across
turns. A taxonomy similar in its nature is that of
Rabab’ah and AbuSeileek (2012).
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Tannen (1989) identifies several functions of rep-
etition in terms of establishing coherence and inter-
personal involvement. She suggests that repetition
can serve as a mechanism for participatory and rat-
ifying listenership, and also has functions such as
stalling, savouring humour, expanding on prior con-
tent, and encouraging involvement in conversation.
In a study on Mandarin conversational data, Hsieh
(2011) also illustrates the role of self-repetition in
expressing emphasis, persuasion, and clarification,
and points out that it can be used to "double up
the illocutionary force, i.e., to do emphasis or to
do persuation, by means of repeating the linguistic
form."

(9) a. A: Na ni zenme gen pengyou jieshi, ni

zhege haizi shi nali laide ne? (Then, how
do you explain it to your friends where this
child came from?)
B: Um, wo cong lai bu jieshi. Wo conglai
bu jieshi. Wo conglai bu jieshi. (Um,
I never explain it. I never explain it. 1
never explain it.) [Mandarin example (3)
from Hsieh (2011) on pages 154-155.]

Dostie (2007, 2011) differentiates repetition
from reduplication. Repetition implies a change in
the semantic traits between the first and the second
element, using each discourse marker (DM) to
accomplish different actions. As she explains in
example (10), the first la is used as a spatial deixis
while the second one is used as a DM of (discourse
unit) segmentation.

(10) Vous allez vous asseoir la 1a. [Dostie,

2007] (You are going to sit there there)

This also agrees with the conversational ap-
proach of Stivers (2004), in which the repetition
does not share the same prosodic contour. On the
contrary, what Dostie (2007) calls pragmatic redu-
plication has the idea of emphasizing the sense of
aDMasin (11).

(11D A: il travaille pour une société de net-
toyage B: d’accord d’accord [CODIM-
ESLO] (A: He works for a cleaning com-

pany B: ok ok)

In the case of semantic features, the authors
also explain that in the presence of the junc-
tion "and" (e.g., no and no), this syndetic redu-
plication implies an intensive value that is differ-
ent from-and even more oppositional than—simple

reduplication (e.g., no no). And finally, when this
DM is combined with "but" (in French: mais non
1, there are some distributional constraints because
it is not possible to have a reduplication after mais,
as shown in (12), but it is possible to have it before—
non non mais, as in example (13).

(12) a. A: Tu as un super niveau — B: Mais non
on parle comme ¢a nous [CODIM-MPF]
(A: You have a great level — B: But no we
speak like that)

b. ? A: Tu as un super niveau — B: Mais non
non on parle comme ¢a nous [CODIM-
MPF] (A: You have a great level — B: But
no no we speak like that)

(13) a. A: Trop chaud trop froid ? — B: non non
mais y a un bruit [CODIM-ESLO] (A: Too
hot, too cold ? — B: no no but there is a

noise)

Previous literature provides important insights
concerning the range of functions of some notions
of repetition. However, the notions of repetition
range rather widely and no precise notions of mean-
ing or conversational context are provided.

3 A taxonomy of Sequential Repetition

Our taxonomy is based on two basic principles. As
far as form goes, we concentrate on literal repeti-
tions (though, as we will see later, in some cases,
the rules that cover certain classes apply much more
widely). As far as meaning goes, our classes are
motivated by ‘semantic transparency’—the need to
postulate semantically coherent classes.

1. Self-repair: in this class we include RSs
which involve the speaker engaging in self-
repair:

(14) a. Anon9: It must mean that there is a
er an approach that says that devel-
opment in the open countryside isn’t
normally permissible erm unless un-
less unless. Anon9: But at least it
I don’t see that that that E two is
inconsistent with the phrase develop-
ment in the open countryside being
strictly controlled. [BNC, J9V, L392
—L393]

39

Proceedings of the 29th Workshop on the Semantics and Pragmatics of Dialogue (SemDial 2025)



2. Confirmatory Emphasis: this class involves
cases where repetition serves to confirm a po-
tentially surprising/controversial formulation,
arising from the first element of the sequence:

(15) (Hebrew) ata mskim she hu yaxtif
nun-tet larosh bemilxama she ata
omer ata omer she kol taxlita hu
huisardut (Haaretz 15/05/2025) ( ‘You
agree that he is hit with an anti-tank
missile in a war that you say you say
has the only purpose of (maintaining
the government)’

a. Mr Hunt is the fourth — fourth! —
Tory chancellor in the space of just
four months.

b. Every single day. Every single day.
Every single day, we see new evi-
dence—always humiliating, always
alarming—that Donald Trump is not
mentally capable of discharging the
duties of the presidency. (Brad De-
Long substack, May 6)

3. Sequential: these involve cases where repeti-
tion represents a sequence of events or actions:

(16) a. John: Of course you can’t put the
tails hanging down on bar ten can you.
You have to put them up because the
notes are on or below the middle line.
Think think think. So you’ll have to
reverse the tails. [BNC, FMC, L315 —
L318]

b. Emmy: So instead of pushing push-
ing pushing, let’s just see how much
comes more or less naturally through
advertising. ( unclear) [BNC, JOP,
1202 - L203]

4. Doubt Elimination: these cases involves RSs,
where the speaker intends to close discussion
of an issue:

(17) a. Rod: Are you doing networking re-
ally networking you see Douglas:
Well marketing marketing itself. Rod:
Yeah yeah yeah. Douglas: Yeah
yeah. Er as well as applying for er va-
cancies that appear in newspapers as
well as er registering myself with er
agencies with whom I’ve been in con-
tact Rod: Okay. Douglas: er within
the past. [BNC, J9Y, L711 — L715]
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b.

(attested, context: discussion about
who will enter bathroom first)
(Greek) piyene piyene piyene (‘You
go’)

. (attested, context: two cyclists at a

junction, orthogonal to each other
(French)) Allez y, allez y, allez y
(‘Go ahead’)

. (German) Krauf}[...] rief “Ich trinke

auf den Meister”” Da er offenbar
Papa meint, erwidert dieser “Nein ich
trinke auf den Meister.” “Nein, nein,
nein!" ruft Krau3 “Ich trinke auf
den Meister.” (Krauf3[...] shouted,
“I drink to the master.” Since he
clearly means Papa, the latter replies,
“No, I drink to the master” “No,
no, no!” shouts Kraufs[...]. “I
drink to the master.”) (Licht Spiel,
D. Kehlmann.)

5. Onomatopeic: cases where RSs denote a se-
quence of quoted real world sounds:

(18) a.

Anonl: Yeah. Anon2: Two a, a day
as a single dose, strictly on an empty
stomach so at least half an hour to an
hour before food. Anonl: Yes okay (
unclear ) Anon2: for five days, boom
boom boom boom boom. It’s com-
pletely different from what you’ve
had before. Er if it upsets your
tummy let us know, but that’s actu-
ally very uncommon. [BNC, GYC,
L165-L172]

6. Shortening: cases involving the omission of
redundant or obvious speech (may also indi-
cate that the content is trivial, unimportant, or
ridiculous):

(19) a.

(20) a.

Unknown: I assure ( unclear ) one
area a growth of three hundred and
fifty ( unclear ), the vast majority
of whom will be actually at the pro-
duction line for home care assistance
etcetera etcetera etcetera. Surely
that’s going to improve the quality of,
of provisions? [BNC, J43, L66 — L67
]

S: They need help getting up, going

to bed, going to the loo, bathing, blah
blah blah. J: And when you have
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that context where these people need
help more and more and yet you’re
not going to be able to supply it, isn’t
that almost criminal? S: I mean that’s
a loaded word. [BNC, KRL, L2559 —
L2565]

7. Emotive interjection: cases where the re-
peated sequence involves interjection of parti-
cles expressing pleasure or displeasure

(21) a. Unknown: Is everybody happy with
that layout for that? Anon5: Yes.
Anon2: Yeah! Anon4: Ecstatic!
Anon3: Mm mm mm. Don: Mm.
Anon3: Nearly. Unknown: Go on
Andrew. Anon5: <laughing>:[God]!
[BNC, F7F, L1301 — L1309]

b. (Constructed) A: aw aw aw aw, that
hurt.

4 Corpus Study

At this stage of the study, we conducted a corpus
analysis using English data. We extracted exam-
ples of repetitions from the British National Cor-
pus (BNC) (Burnard, 2000). As a result, we found
3,141 cases of three or more word repetitions®, and
annotated 511 randomly selected cases using our
proposed taxonomy. The annotation was carried
out by the first two authors, both fluent in English
and with a background in linguistics. We calcu-
lated Cohen’s kappa to assess inter-annotator agree-
ment and obtained a substantial agreement score of
0.704. Out of the 511 annotated cases, there were
106 instances of disagreement between the two an-
notators. These disagreements were subsequently
resolved through discussion, during which 3 cases
were identified as “Ambiguous.” These ambiguous
cases were excluded from the final dataset. As a
result, we finalized 508 annotated examples, with
the corresponding statistical results presented in
Table 1.

During disagreement analysis, we identified sev-
eral frequent disagreement pairs: Doubt Elimina-
tion versus Confirmatory Emphasis (19 instances),
Emotive Interjection versus Onomatopeic (18 in-
stances), Confirmatory Emphasis versus Sequential
(10 instances), and Self-repair versus Confirmatory
Emphasis (9 instances). These patterns suggest

3We searched for sequences repeated three times, but the
results also included repetitions occurring four, five, or more
times.

the need for more refined annotation guidelines
and clearer category definitions to reduce ambigu-
ity and improve consistency before we extend the
annotation process to other language data.

Category Freq. Percentage
Emotive Interjection 237 46.65%
Doubt Elimination 137 26.97%
Onomatopeic 37 7.28%
Confirmatory Emphasis 31 6.10%
Sequential 29 5.71%
Self-repair 18 3.54%
Shortening 15 2.95%
Other 4 0.79%
Total 508 100.0%

Table 1: Frequency and Percentage of Repetition Cate-
gories in the BNC.

As shown in Table 1, our proposed taxonomy
covers more than 99.0% of the total examples. We
used the "Other" class to capture instances that
do not fit into any of the defined categories in
our taxonomy. Example 22 illustrates such a case,
where the repetition involves a number. It is un-
clear whether this reflects the repetition of a single
number or simply three instances of the digit "nine"
in a telephone number.

(22) a. Nigel bell: There’s a free phone number O
eight hundred six two six nine nine nine.
[BNC, HMA - 1.289]

Annotation results reveal that the most frequent
category is Emotive Interjection, which accounts
for 46.65% of the total sample. The second and
third most frequent are Doubt Elimination and Ono-
matopeic, representing 26.97% and 7.28% of the
sample, respectively. Other categories, such as Con-
firmatory Emphasis, Sequential, and Self-repair ac-
count for 6.10%, 5.71%, and 3.54% of the total
annotations, respectively. The least frequent cate-
gory is the Shortening class, representing 2.95% of
the total annotated sample.

Although the present study focuses on anno-
tated English data, we have also prepared a French
dataset for future annotation and analysis. In the
context of the CODIM project, a corpus was cre-
ated using various French corpora representing dif-
ferent discourse genres. The oral component of the
corpus contains approximately 6 million tokens.
Within this subcorpus, we identified 12, 667 cases
of three-word repetitions, 3, 239 cases of four-word
repetitions, and 877 cases of five-word repetitions.

In the case of these corpora, the most common
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repetitions are those of DM of agreement and dis-
agreement, as shown in Table 2 :

Word 3-word 4-word 5-word

Oui 2863 773 280
Non 1139 341 140
Ouais 661 201 82
Hm 1043 774 136

Table 2: Frequency of n-gram repetition of French
Agreement and Disagreement Discourse Markers.

5 A formal description of Repetition
Sequences

In this section, we offer a grounding of our
taxonomy within a dialogical view of gram-
mar (Ginzburg and Poesio, 2016; Kempson et al.,
2016; Wiltschko, 2021). We also try to charac-
terize those words that are prone to be used in
certain RS constructions. A grammar that can
deal with RSs needs to be incremental, able to
deal with metacommunicative meaning, emotion,
and the dynamics of topic change. We assume a
view of cognitive states of participants as in the
framework KoS (Ginzburg, 1994; Larsson, 2002;
Purver, 2006; Ginzburg, 2012). A Total Cogni-
tive State (TCS) is formally represented in (23a).
Our discussion here will be at the level of Dia-
logue GameBoards (DGBs), whose structure is
given in (23b). Here facts represents the shared
assumptions of the interlocutors—identified with a
set of propositions; dialogue moves that are in the
process of being grounded or under clarification are
the elements of the pending list; already grounded
moves are moved to the moves list. Within moves,
the first element has a special status given its use to
capture adjacency pair coherence, and it is referred
to as LatestMove.* The current question under dis-
cussion is tracked in the qud field, whose data type
is a partially ordered set (poset). Vis-sit represents
the visual situation of an agent, including his or

“In line with TTR’s general conception of (linguis-
tic) classification as type assignment—record types regi-
ment records—propositions are construed as typing rela-
tions between records (situations) and record types (situation
types), or Austinian propositions (Austin, 1961; Barwise and
Etchemendy, 1987); more formally, propositions are records
of type |sit : Rec , true iff sit:sit-type. The on-

sit-type
tology of dialogue (Ginzburg, 2012) knows two special sorts
of Austinian proposition: grammar types classifying phonetic
events (Loc(utionary)Prop(ositions)) and speech acts classify-
ing utterances ({/lloc(utionary)Prop(ositions)).

RecType

her visual focus of attention (foa), which can be an
object (Ind), or a situation or event. Mood tracks
a participant’s public displays of emotion, crucial
for emotive interjections, and non-verbal signals
such as inter alia laughter, smiling, and head shak-
ing/nodding.

(23) a. public DGBType
TCS =ges | . .
private Private

b. _spkr i Ind ]
addr : Ind
utt-time Time
c-utt addressing(spkr,addr,
utt-time)
facts Set(Proposition)
vis-sit = [foa Ind V Rec

RecType

pending List(LocProp)
moves List(IllocProp)
qud poset(Question)
| mood Appraisal

Purver (2004) and Ginzburg (2012) show how
to account for the main classes of clarification re-
quests using rule schemas of the form “if u is the
interrogative utterance and u0 is a constituent of u,
allow responses that are co-propositional® with the
clarification question CQ’(u0) into QUD.”, where
‘CQ'(u0)’ is one of the three types of clarification
question (repetition, confirmation, intended con-

tent) specified with respect to 0. Formally:®
(24) sitmu

MaxPENDING = | .
sit-type =Ty,

:| : LocProp

pre | A =u.dgb-params.spkr : IND
u0 : sign
cl : Member(u0,u.constits)

MaxQUD = CQi (20) : Question
effects : | LatestMove : LocProp
cl: CoPropositional(LatestMove.cont, MaxQUD)

Since they play a role in subsequent specifi-

cation, we specify two cases of what CQ’(u0)
amounts to, with exemplification:

(25) a. Confirmation: CQ'(u0) = v
u.cont(ul.dgb-param ~» x) (Param-
eter focussing)

SHere CoPropositionality for two questions means that,
modulo their domain, the questions involve similar answers:
for instance “Whether Bo left’, “Who left’, and “Which student
left’ (assuming Bo is a student.) are all co-propositional.

®Given that the signs we employ (lexical entries/phrasal
rules) are construed as types for interaction, they refer directly
to values drawn from the DGB via the field dgb-params.
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b. A: Did Bo leave B: Bo? ~
?Ask, A?Leave(b) (“Are you asking if

BO left?”)
c. Intended  content: CQ(u0) =
AzMean(A,u0,x) (Parameter iden-
tification)

d. A: Did Bo leave, clarifying the sub-
utterance ‘Bo’ ~» AzMean(A,‘Bd, x)
(“Who are you referring to as ‘Bo’?”)

In order to allow for RSs, the account sketched
above for clarification questions requires one fun-
damental refinement, detailed in (Ginzburg et al.,
2014), namely that the possibility of ground-
ing/clarification be allowed not only at each turn
boundary, but at a latency which is minimally word-
by-word.

5.1 Emphasis and Self-repair

We start by considering the class we have dubbed
Confirmatory emphasis, examples of which are re-
peated here as (26):

(26) a. Mr Hunt is the fourth — fourth! — Tory
chancellor in the space of just four months.

b. Every single day. Every single day.
Every single day, we see new evi-
dence—always humiliating, always alarm-
ing—that Donald Trump is not mentally
capable of discharging the duties of the
presidency. (Brad DeLong substack, May
0)

As a consequence of uttering token w; of a given
word/phrase, perhaps perceiving unclarity in their
interlocutor, A updates QUD with the confirmation
question (25a). Repetition serves as confirmation
that indeed A meant what they said in w1, and this
process can of course recurse.

Similarly, we obtain a direct account of cases
such as (14). Here, instead of uncertainty in the
interlocutor, there is uncertainty within the cur-
rent speaker, which introduces into QUD the is-
sue (25bc). This gets instantiated as ‘what did I
mean with w;’, which a repetition serves as an
answer to and this process can of course also re-
curse. Support for such an account is discussed
in (Ginzburg et al., 2014; Tian et al., 2017), who
discuss the pervasive occurrence of spelled out
self-addressed questions of this kind in the BNC,
in the London-Lund corpus (Svartvik and Quirk,

1980), and in Switchboard (Godfrey et al., 1992).7
More precisely, they show that in self-repair self-
addressed questions appropriate to the class of the
sought word occur productively:

(27) a. (anticipating a locative NP:) No, we went
out on Sat, er Sunday to erm (pause) where
did we go?

b. (anticipating an NP complement:) He
can’t get any money (pause) so so he can’t
get erm (pause) what do you call it?

c. (anticipating a person-denoting NP:) But
you see somebody I think it was erm
what’s his name?

d. (anticipating a predicative phrase: she’s
erm (pause) what is she, Indian or some-
thing?

(Examples (73) in (Ginzburg et al., 2014))

These are sub-questions of the issue ‘what is the
word I mean to utter’, hence licensed by (25c).

These class of cases, then, can be explicated
using means postulated in previous work on
self/other-repair.

5.2 Doubt Elimination

This class we suggest involves a basic contextual
effect: it involves a question under discussion as
a precondition, and the effect is the indication by
the speaker that the question is no longer at issue.
For instance, for the cases in (28) we have QUDs
respectively ‘who will enter the bathroom first” and
‘who should move first from the junction:

(28) a. (attested) (Greek) piyene piyene piyene
(“You go’)

b. (attested, context: two cyclists at a junc-
tion, orthogonal (French)) Allez y, allez y,
allez y (‘Go ahead’)

We break this in two: a conversational move of
doubt elimination, given in (29a) and a construc-
tion involving n copies of an utterance, given in
(29b). The construction has as its n daughters, n
phonologically identical proposition—denoting el-
ements, and yields as content an utterance whose

force is doubt elimination:®

"We thank an anonymous reviewer for raising this issue.
8The formulation of (29b) involves certain formal chal-
lenges, since it constitutes a schema over n identical daugh-

ters, with n > 2, but we will leave making this precise to
another occasion.
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(29) a. DoubtElimination:

QUD = (q,Q ): poset(Question)]

pre: )
LatestMove = DoubtElim(p,q)

effect: [QUD =Q: poset(QueStion)}

b. doubt-elim-cl =

q : Question

QUD = (q,Q ): poset(Question)
u0 : Rec

spkr: IND

addr: IND

utt-time: TIME

cl : addressing(spkr,addr,utt-time)
c2: resolve(p,q)

c3: member(p, FACTS)

dgb-params:

sit =u0 )
cont = R = DoubtElim : IllocReln : Prop
SIT-TYPE = .
cl : R(spkr,addr,utt-time,p,q)

ldtrs =<x1,x2,. o Xn >: list(sign) (n > 2)

cl : =(X7 .phon,X2.phon,..., X, .phon)
p =Xy .cont: Prop

We can use the rules in (29) to explain some
cases of infelicity of RS, brought up in section 1:
RS (as doubt elimination use) is infelicitous in a
courtroom Q/A since it is not up to a witness to
eliminate a question from discussion. RS is infelic-
itous in a backchannel of an incomplete utterance
since the backchanneler does not have the right to
eliminate the issue being introduced by the speaker.

The rule in (29b) might seem idiosyncratic.
However, it resembles formally rules that need to
be postulated for semantically related head ges-
tures like shakes and nods (Wagner et al., 2014).
For instance, using the notational system of (Cras-
born, 2014), Liicking and Ginzburg (2023) postu-
late (30a) as a lexical entry for a head shake, whose
content is identical to ‘No’, whereas (30b) as a
noetic head shake (a shake whose content involves
valenced amazement). The former involves an un-
derspecified number of shakes, the latter n < 3
at a slow rate. An analogous specification would
be needed to distinguish different types of nods
(Hadar et al., 1985).

(30) a. [phon : no/shape : Shake-n
content = Assert(spkr,addr,

u-time,NoSem(p)) : lllocProp

b. |shape : Shake-slow-3
cont = Pos-amaze(spkr,p,d) : Prop

5.3 Utterance redundancy signalling

A lexical entry for a word like ‘etc’ is given in

tal meaning. It indicates that the projected con-
tent (Ginzburg et al., 2020; Cooper, 2023) of the
utterance is unnecessary:

3D phon : etsetra

proj.sit-type.cont :]

dgb- :
go-params [a: SemObj

cont = UnNecessary(a) : Prop

5.4 Pleasure expression

We assume a pleasure interjection like ‘mm’ has a
lexical entry as in (32). It does not have proposi-
tional content, in contrast to e.g., laughter (Mazzoc-
coni et al., 2020) and agreeing with (Kaplan, 1999).
This force serves as the trigger for the conversa-
tional rule in (33) (Ginzburg and Kim, 2023), which
updates the DGB Mood, depending on the valence
of the exclamation. Thus, a sequence of such ex-
clamations gives rise to sequential signalling of
increasing/decreasing pleasantness, depending on
the valence of the exclamation.

(32) spkr : Ind
dgb-params :
0 : Degree
cont = EmotInt(spkr,d)
(33) ScaleUp-based exclamation

a. B .
tCS=|:dgb : DGBType} TCS

private : Private
A =dgb.spkr: IND
v = valence(EmotInt) : Boolean
4 : Degree
LatestMove.cont =
EmotInt(spkr,d) :
TllocProp

A. preconds:

A effect : [PolPleasanmessIncr(& , e)}

b. PolPleasantnessIncr(v) =
PositivePleasantnessIncr ifv:+
NegativePleasantnessIner if v:—

c. PositivePleasantnessIncr(6, €) =def

preconditions: I:La[estMoveAcom : IllocProp]

Mood.pleasant.arousal.nve =

Mood.pleasant.arousal.pve =
effect : €e(preconds.Mood.pleasant.arousal.pve) + (1 — €)d : Real
€(preconds.Mood.pleasant.arousal.nve) : Real

d. NegativePleasantnessIncr (6, €) =g f

preconditions: [LatestMove,com : lllocProp]

Mood.pleasant.arousal.pve =

Mood.pleasant.arousal.nve =
e(preconds.Mood.pleasant.arousal.nve) + (1 — €)6 : Real
effect :

(31): this is, of course, an intrinsically incremen-

e(preconds.Mood.pleasant.arousal.pve) : Real
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6 Discussion: the idempotence constraint

The final issue we consider is which words are
susceptible to RS. Of course, to a first approxima-
tion, all words are equally prone to give rise to
self-repair and to confirmatory emphasis (though
of course the former is driven by ease of lexical
access, the latter perhaps by surprisal potential,
which is heavily context dependent.). The ono-
matopeic and sequential classes are fairly randomly
conditioned by newsworthy sounds occurring in the
world and the existence of repetitive events, respec-
tively. Emotive interjections are caused by non-
instantaneous events, so will remain as triggers for
a certain period. This leaves Doubt Elimination
and shortening. There is a tempting explanation
for such uses in that the meanings posited for such
words are what one might call idempotent—in a
sequence exemplified in (34a) the content assigned
to wj creates a context appropriate for w; (¢ > 1),
which leads to content identical to the content of wq
(putting aside the effects of the rule Doubt Elimi-
nation). ‘Yes’ requires a positive polar question p?
as MaxQUD and outputs p as its content, whereas
‘no’ outputs a negative proposition as its content,
and when it has a negative polar question as input
—p? outputs —p as content.

(34) a. wyws...wy,

3

b. Meaning of yes’:
MaxQUD = p? : PosPolarQuestion
cont =p : PosProp

B

c. Meaning of ‘no’:
'MaxQUD = p? : PolarQuestion
.cont = NoSem(p) : NegProp

d. Content of ‘yes yes...yes’: pp...p
e. Content of ‘nono no’: =p—p...—p

The French word ‘si’ also occurs productively
as an RS:

(35) a. A: C’est vrai qu’il faut dire les choses. B:
Mais je pense que les choses elles ont été
claires depuis le début. A: Si si si si si si
si.

b. A: vous faites euh des activités de loisir
vous n’en faites pas A: si ? B: si si si

Is ‘si’ idempotent? On the formulation in (36a),
it is not: it requires a negative proposition/polar

question as its immediate left context and outputs a
positive proposition (Noveck et al., 2021; Abeillé
and Godard, 2021). However, another view of ‘si’
is possible, as given in (36b)—it involves a double
negative. On this view, ‘si’ is idempotent.

(36) a. |[MaxQUD = —p? : NegPolarQuestion
cont = p : PosProp

b. |MaxQUD = —p? : NegPolarQuestion
cont = =—p : NegProp

Finally, we note that words like ‘etc’ and ‘blah’
are also idempotent: they indicate that their right
context can be omitted, is predictable, etc. This
recurses to the right.

7 Conclusions and Future Work

Disallowing non-modifier words and phrases to
occur in duplicate copies is a basic principle of
formal grammar. The existence of such sequences
is pervasive in conversation, with a wide variety of
meanings, across diverse languages: our main data
sources in this paper are English and French, but we
provide also examples from German, Hebrew, and
Chinese—we hypothesize that the phenomenon is
universal and related to its even more pervasive
occurrence in head gestures, across all three axes
(tilting, nodding, shaking). Our cross-linguistic
hypothesis needs testing.

Although the existence of the phenomenon has
been noted in previous literature, no systematic
taxonomy nor formal treatment has been offered.
In this paper, we offer both a taxonomy with high
coverage and sketch the meanings RSs can bear in
a dialogical grammar. These meanings, of course,
bear refinement, as do the different prosodic re-
alizations of the different classes. We also offer
a tentative characterization of the words that are
particularly susceptible to several classes of RS
uses.
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Abstract

Identifying and repairing breakdowns in com-
munication is critical for maintaining and devel-
oping common ground between interlocutors.
In the context of child-caregiver interaction (the
focus of the current study), parents’ repair has
an important role both for scaffolding early
communication and for providing a learning
signal. Developmental studies have typically
focused on linguistic markers of parents’ repair
and repair initiation (e.g., clarification request);
here, we analyze such instances relative to over-
all repair opportunities, allowing us to quantify
the extent to which parents seize repair oppor-
tunities. We analyzed a corpus of N = 15
child-caregiver dyads, where children were 7
to 11 years old. Using manual annotation, we
identified the repair opportunities presented by
the child and found that the caregivers initiated
repair in only a small subset of the cases where
a repair opportunity presented itself. We further
tasked several large language models (LLMs)
to test their capacity to recognize repair oppor-
tunities in children’s utterances and found their
performance to be lacking compared to human
annotators. This study provides an initial explo-
ration that is valuable both for developmental
studies and for researchers aiming to improve
child—machine interaction for applications such
as personalized education.

1 Introduction

For an effective, intelligible, and fluent conversa-
tion, a key competency that the interlocutors must
possess is the ability to successfully coordinate and
negotiate their shared beliefs, knowledge, and as-
sumptions (Clark and Schaefer, 1989; Clark, 1996;
Stalnaker, 1978). This ability — also known as
conversational grounding — allows the interlocu-
tor to interpret an utterance accurately based on
their shared knowledge with the speaker of the ut-
terance and the dialog history, thereby letting the
interlocutor respond in a coherent and effective

manner. It helps the interlocutors resolve any am-
biguity and clear up misunderstandings that occur
during a conversation (Fried et al., 2023).

Interlocutors in a conversation start out with
some shared belief space or common ground from
shared culture, a social group, or previous interac-
tion (Baker et al., 1999; Clark, 1996). The com-
mon ground is then further developed throughout
the conversation by contributions from all the par-
ticipants in the conversation (Clark and Brennan,
1991). For grounding any information, the inter-
locutors need to provide implicit or explicit evi-
dence that information has been well communi-
cated and understood. This evidence can take the
form of acknowledgments (e.g., backchannels), ini-
tiation of the relevant next turn, by showing contin-
ued attention (e.g., through eye gaze), by issuing
a clarification request, among other signals (Clark
and Brennan, 1991; Clark and Krych, 2004; Clark
and Schaefer, 1989).

Identifying and repairing breakdowns in early
communication

Typically, an interlocutor has a communicative in-
tent in mind that they need to get across to the other
interlocutor. To illustrate, suppose Jane has an in-
tent / in mind and tries to communicate it to Jack.
If I has something to do with a situated object —
as, for instance, is often the case when talking to
a young child — then one of the actions Jane can
take is to simply point to the object to indicate her
intent, or by looking at the target, inviting gaze fol-
lowing (e.g., Frank et al., 2009). However, if I is
not situated — e.g., an abstract idea or a displaced
target — something that becomes more and more
prevalent as children develop, then Jane and Jack
need to ground [ in their mutual understanding by
more sophisticated means. To this end, Jane contin-
ually monitors Jack for signs of understanding of
her intent. If Jack shows signs of misunderstanding,
then she can step in and repair the misunderstand-
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ing. The objective of this exercise is to ensure that
both Jack and Jane share their understanding of
Jane’s intent I.

Indeed, one of the primary mechanisms for main-
taining common ground is identifying and repairing
breakdowns in communication (Clark and Krych,
2004; Purver et al., 2018; Benotti and Blackburn,
2021; Dingemanse et al., 2015; Fusaroli et al.,
2017; Schegloft, 1992). However, we know lit-
tle about how this mechanism plays out in child
development, especially in child-caregiver interac-
tions. This is a significant gap given that many
proposals suggest a role for caregivers’ commu-
nicative feedback on children’s production, espe-
cially when these productions are ill-coordinated
or poorly constructed and potentially helping in
furthering language use refinement (Nikolaus and
Fourtassi, 2023; Clark, 2018, 2020). While there is
a wealth of studies focusing on caregivers’ role in
guiding infants’ understanding when in a situated
context and the target is visually accessible (e.g., re-
view in Cetingelik et al., 2021), there is hardly any
study quantifying this phenomenon when the target
is abstract or not visually available to interlocutors.

A notable difficulty here, especially when ana-
lyzing spontaneous conversations (e.g., CHILDES,
MacWhinney, 2000), is that the intent to be
grounded (i.e., 1) is not always apparent to a third
party, namely the researcher, making the analysis
fully dependent on the caregiver’s reaction to what
the child said (e.g., whether the caregiver asked
for clarification). While a focus on the caregiver
reactions allows for an estimate of actual repair ini-
tiation, this estimate can be misleading because it
does not account for all repair opportunities, some
of which may have been missed or ignored by care-
givers.

To address the difficulty of identifying the care-
giver’s intent in fully unstructured settings, here we
resort to using a weakly structured word-guessing
game that allows us to maintain a (relatively) nat-
uralistic conversational style while also providing
access to the ground truth intent 7 (i.e., the word
to be guessed). While this context — where the
caregiver is making a child guess a word — is not
fully naturalistic, it is meant to approximate the
instance when the caregiver and child work collab-
oratively to ground a complex intent or idea (e.g.,
why limiting screen time is important) in shared
understanding, only here this intent is operational-
ized, for simplicity, as a simple word that needs to
be guessed.

The goals of the current study

Using this setup, a first goal of the current study
is to quantify caregivers’ actual repair relative to
repair opportunities, as follows. First, we character-
ize all children’s questions (e.g., “Does this object
fly?”) in terms of being well or ill-coordinated,
thanks to our access to the caregiver’s intent and
the exchange history. In particular, the subset of
children’s questions that are ill-coordinated (e.g.,
asking “Does this object fly?” when it was already
established that the object cannot take flight) pro-
vides the set of what we call repair opportunities.
Second, we characterized instances of caregivers’
actual repair (e.g., the caregiver reminding the child
that their question is not valid given what has been
discussed so far).

A second goal was to study the extent to which
Large Language Models (LLMs) can recognize
repair opportunities in children’s utterances; a fun-
damental task these models need to solve in order
to be able to provide effective repair and help in
children’s learning (e.g., in an personalized edu-
cational setting), in a similar way that caregivers’
repair help children learn (e.g., Clark, 2020). We
examine the capabilities of current LL.Ms to iden-
tify whether the child’s question is valid or not
given the previous conversational context and the
word picked by the caregiver. Figures 1 and 2
demonstrate this experimental setup.

Our annotations and our code to run all
the models locally are publicly available at
https://github.com/abhishek-agrawal94/
common-ground.

2 Methods

2.1 Data

We make use of the CHICA corpus (Goumri
et al., 2024) which consists of recordings of child-
caregiver face-to-face interactions in French. There
are 15 dyads across three age groups in middle
childhood (5 recordings per group) where the age
of the child is around 7, 9 and 11 years old. The
interlocutors take turns in picking a word and hav-
ing the other interlocutor try to guess the word
correctly by asking various questions about it. For
further details on the data collection we refer the
reader to the original paper.

2.2 Manual Annotation

After masking all the personal identifiers of the in-
terlocutors in the data, we manually annotated all

49

Proceedings of the 29th Workshop on the Semantics and Pragmatics of Dialogue (SemDial 2025)



Next utterance

'T'argetlt word

v

N O

[lo

LLm

Dialog l«‘.stgry

LLM

Next utterance

Figure 2: Example of an invalid question asked by the child leading to a possible repair opportunity. Here, the
question is invalid because a hot air balloon can neither travel very far nor is it very fast.

the questions asked by the child as either “valid”
or “invalid” based on the previous dialog history
and the word being guessed (which is known to the
caregiver but not to the child). We considered only
the transcript of the conversation while annotating
the data. A child’s question was marked as invalid
if the question directly contradicted some informa-
tion or a fact that was established by the parent
and the child in the past dialog turns. Questions
were also marked as invalid if they were repeti-
tions of the same questions that were previously
asked by the child. Two authors annotated approxi-
mately 25% of the data separately and obtained a
Cohen’s Kappa score of x = 0.75. The first author

annotated the rest of the data, leading to a total
of N = 739 questions across the entirety of the
15 recordings. In addition to these repair oppor-
tunities, we also annotated whether the caregiver
initiated a repair.!

2.3 LLMSs’ testing

We tested a variety of models on our task of iden-
tifying breakdowns in child-caregiver interactions.
Our selection of models are from amongst the most
widely used set of models which have generally
shown good performance across several tasks on

!These repairs are all other-repairs; we didn’t annotate for
self-repairs.
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Figure 3: Distribution of valid and invalid questions asked by the child across all age groups.

various benchmarks and leader-boards (for e.g., the
Chatbot Arena (Chiang et al., 2024)). All our mod-
els (except for GPT-40) were downloaded from
Ollama? and run locally on our system in inference
mode (no fine-tuning). All the models downloaded
from Ollama are 4-bit quantized versions by de-
fault. The models we tested in our study are as
follows:

* Llama-3.1 8B?
+ Llama-3.2 3B*
o Gemma-2 9B
* Phi-3 14B®

* Mistral 7B

2https://ollama.com/

Shttps://huggingface.co/meta-1lama/Llama-3.
1-8B

4https://huggingface.co/meta—llama/Llama—3.
2-3B

5https://huggingface.co/google/gemma—2—9b

6https://huggingface.co/microsoft/
Phi-3-medium-128k-instruct

7https://mistral.ai/news/
announcing-mistral-7b

* Mistral-nemo 12B®
* GPT-40°

We used a few-shot prompting strategy to elicit
from the LLMs whether a question posed by the
child to the caregiver is valid or not based on all the
previous relevant dialog history until that point.
The prompt templates can be found in the Ap-
pendix A. We tested the LLMs both on the original
French data as well as the English translation' to
see if the language of communication affected the
performance of the models.

3 Results and Analyses

3.1 Caregiver repairs vs. repair opportunities

First, we show the results of manual annotation.
Figure 3 shows the distribution of children’s break-
downs in our manually annotated data. 585 ques-
tions in total were “valid” and 154 questions were

8https://mistral.ai/news/mistral-nemo

9https://openai.com/index/hello—gpt—4o/

'%Obtained through Google Translate and manual correc-
tion
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Language Balanced accuracy

Model
English French

Llama-3.1 0.60 0.59
Llama-3.2 0.57 0.57
Gemma-2 0.69 0.69
Mistral 0.61 0.62
Mistral-nemo 0.58 0.58
Phi-3 0.62 0.59
GPT-40 0.75 0.76

Human score 0.84

Table 1: Balanced accuracy scores for few-shot prompt-
ing strategy.

“invalid”, showing insufficient grounding of prior
information in around 26% of the time. This num-
ber varied across age groups (26% in the younger
age group, 35% in the middle, 16% in the older
group), but these numbers do not reflect a system-
atic developmental change.

The set of invalid questions represent what we
call repair opportunities. We found that caregiver
initiated N = 59 repairs, 95% of which followed
invalid questions. Thus, out of a total of 154 re-
pair opportunities, caregiver instantiated repair in
about 36% of the time. Thus, while caregiver repair
is not rare, it addresses only a minority of repair
opportunities.

3.2 Can LLMs detect repair opportunities?

Table 1 shows the balanced accuracy scores for
all the models when identifying whether a ques-
tion by the child is valid or not. As seen in the
table, the score of all models (except GPT-40) are
generally low and barely perform above chance,
showcasing the difficulty of the task. This was the
case both when using the original version in French
and when using the English translation, showing
that the reasons the models find the task difficult
is not due to the use of French (as one may sus-
pect, given that the models are trained primarily
on English data scraped off the internet). While
GPT-40 (and to some extent Gemma-2) shows a
much better accuracy (around 0.75 in the case of
GPT-40), it is still lower than accuracy based on
human inter-annotation agreement (Cohen’s Kappa
score of k = (.75 translates into an accuracy of
0.84).

Types of errors for GPT-40

error labels
I public or world knowledge

2004 private knowledge

150

counts

100 4

50

error type

Figure 4: Error analysis for GPT-40 model.

Error analysis We analyzed the errors that these
models make in their predictions. An interesting
distinction to consider in the context of ground-
ing is when the information to be grounded is a)
common world knowledge that even strangers can
have access to, and b) when this information is,
instead, more dependent on the interlocutors shar-
ing previous experiences that a third party may not
have access to. We gave real examples of both
cases from our data, shown in boxes 1 (Example
1) and 2 (Example 2). In example 1, which illus-
trates errors regarding common world knowledge,
the caregiver has a target word “book”, they estab-
lish with the child that the object is rectangular,
after which the child poses the question, “Does that
mean a square?”. The child’s question can be easily
classified as “invalid” by a third party. In exam-
ple 2, which illustrates annotation difficulty due to
private knowledge, the caregiver’s target word is
“cactus” and the child asks if they have the object
available at home. The child’s question relates to
private knowledge (what the dyad has at home) and,
therefore, makes the question less straightforward
to categorize.

Given that the models do not have access to
the interlocutors’ private common ground, it could
be understandable if most errors fall in this cate-
gory. However, this was not the case. In fact, the
overwhelming majority of the errors (Figure 4 for
the best performing model) are related to common
world knowledge (around 87%) and only a small
subset concerns private knowledge shared by the in-
terlocutor (around 13%), indicating ample room for
improvement in these models regarding common
world knowledge reasoning.
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Target word: A book

Caregiver: Usually it is rectangular.

Child: What does a rectangle mean?
Caregiver: It’s like a rectangle. And there are
words inside.

Child: What is a rectangle again?

Caregiver: A rectangle is like that.

Child: Like that?

Caregiver: Like your presentation folder.
Child: Ok.

Child: Does that mean a square? — [Invalid]
Caregiver: No, a rectangle.

— ChiCa corpus, ID_3.csv

Target word: A cactus

Child: Is it green?

Caregiver: Yeah, it’s green.

Child: Is it a bit hard?

Caregiver: Yes, except when it rots, it becomes
very soft.

Caregiver: It’s hard and above all it has a
special characteristic.

Child: Does it smell good?

Caregiver: No, not particularly.

Child: Is it hard?

Caregiver: Yes.

Child: Is that... I don’t know.

Caregiver: I don’t know, ask if we have any or
does it grow, I don’t know.

Child: Do we have any? — [Valid]
Caregiver: We have a whole one... In one of
the planters, there are some very small ones.

— ChiCa corpus, ID_2.csv

Does caregiver’s repair indicate severity of com-
municative breakdown? So far, we tested the
models on their ability to detect all repair opportu-
nity and we found low to moderate performance.
However, we know that caregivers initiate repair in
only a minority of cases (as we saw above). One
possibility is that caregivers initiate repair only for
the subset of invalid questions that are more severe
and risk to seriously disrupt the grounding process,
in which case, we would expect the models to find it
easier to classify those more apparent cases. As re-
ported above, caregivers initiated a total of N = 59

Language Model Accuracy
Llama-3.1 0.60
Llama-3.2 0.55
Gemma-2 0.67
Mistral 0.63
Mistral-nemo 0.56
Phi-3 0.64
GPT-40 0.75

Table 2: Accuracy scores for repair initiating questions.

repairs, 56 of which followed invalid questions and
3 followed valid questions. To create a balanced
testing data, we randomly sampled 56 valid ques-
tions and 3 invalid ones. Table 2 shows the results
when we restricted our analysis to this subset. The
accuracies are very similar to when the models
were tested on the larger dataset; suggesting that
the subset of repairs that caregivers initiate do not
necessarily target more obvious cases of commu-
nicative breakdown, at least from the perspective
of the LLMs we tested.

4 Conclusions

This study offers a first exploration into the identi-
fication of repair opportunities in child—caregiver
interactions. The main finding is that caregivers
address only a small portion—approximately one
third—of the potential repair opportunities that
arise during conversation.

We also evaluated the ability of several large
language models (LLMs) to identify repair oppor-
tunities in children’s utterances. Compared to hu-
man annotators, the models showed limited per-
formance, underscoring the complexity of the task.
Among the models tested, the larger, closed-weight
model GPT-40 outperformed the smaller, open-
weight models, consistent with prior findings on
grounding-related tasks (Hakimov et al., 2025; Mo-
hapatra et al., 2024b). Error analysis revealed that
GPT-40’s failures often stem from a lack of com-
mon world knowledge and/or limitations in reason-
ing over such knowledge.

As an initial exploration, this study comes with
several limitations. Like any corpus-based analysis,
as opposed to experimental approaches, it does not
allow for the elicitation of specific phenomena and
is constrained by what occurs naturally in the data.
For example, although we annotated a relatively
large number of data points (N=739), instances of
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our target phenomenon—invalid questions, or re-
pair opportunities—were limited to just 154 cases.
This smaller sample size limits the strength of our
conclusions. Accordingly, our main finding, that
parents respond to only a subset of available repair
opportunities, should be interpreted with caution
and awaits confirmation in future, larger-scale stud-
ies.

A key limitation in our evaluation of LLMs’
ability to identify repair opportunities is that the
models merely “overheard” the conversation, rather
than actively participating in it. As Madureira and
Schlangen (2024) rightly argue, developing com-
mon ground requires active engagement in the inter-
action. However, an ‘overhearing’ paradigm does
not undermine the outcome of our approach, since
the task focused solely on assessing the validity of
questions based on prior dialogue context, rather
than simulating the grounding process itself, a step
that we did not address here.

Finally, our study relied solely on transcripts.
However, the development of common ground is
inherently a multimodal phenomenon. Evidence
of grounding and repair initiation often appears in
visual cues such as head nods, shakes, frowns, or
pointing gestures. In naturalistic, free-flowing con-
versation, the signals for detecting and addressing
communication breakdowns are typically more sub-
tle and multimodal than what was captured here.
That said, this limitation is partially mitigated by
the design of the game, which required interlocu-
tors to verbalize their repair initiations—making
them almost always identifiable in the transcripts.
While this reduces concerns about the internal va-
lidity of our operationalization (by focusing on the
transcript), it leaves open the broader question of
ecological validity.

To conclude, our corpus analysis reveals that
caregivers draw on only a limited subset of the po-
tential repair opportunities that arise during inter-
actions with children. Moreover, we show that sev-
eral large language models (LLMs) underperform
compared to humans in identifying these opportu-
nities for repair in child—caregiver conversations.
This highlights the need for further improvement,
particularly in the context of applying LLMs to
e-tutoring systems.

5 Related work

Recently, LLMs’ limitations in conversational
grounding abilities have drawn the eye of NLP

researchers (Benotti and Blackburn, 2021; Chandu
et al., 2021; Shaikh et al., 2024). For instance, stud-
ies show that LLMs struggle to understand when
utterances are implicitly grounded (Jokinen et al.,
2024) and that if conversational agents are aug-
mented with theory-of-mind modeling, it improves
their capacity to align with the speaker and helps
in negotiating their common ground (Qiu et al.,
2024). Cheng et al. (2024) explore the use of a mul-
timodal transformer model to predict uncertainty
in young children engaged in a counting task and
finds a potential for improvement. The uncertainty
of an interlocutor during a conversation is evidence
of their understanding, which ties in directly to
their shared common ground. Benotti and Black-
burn (2021) raise an important concern that the way
current LLMs and dialog models interact with hu-
mans can be misleading at times as they build false
expectations of their common ground with their
interlocutors. This, in turn, leads to a rise in misun-
derstandings, which can be frustrating for humans
attempting to converse with dialogue models.

One of the avenues of studying grounding is to
consider using LLLMs to evaluate grounding acts
in a conversation as proposed by Traum (Traum
and Allen, 1992). LLMs tend to struggle to clas-
sify grounding acts in a conversation as well as
generate them and their classification capabilities
are directly linked to the number of parameters
of the model and the size of it’s pre-training data
(Mohapatra et al., 2024a; Shaikh et al., 2024; Mo-
hapatra et al., 2024b). Various forms of grounding
have been studied by considering several grounded
language tasks like reference games (for e.g., Ken-
nington and Schlangen, 2015; Golland et al., 2010;
Monroe et al., 2017) and goal-oriented dialog tasks
(fore.g., Dasetal.,2017; De Vries et al., 2017; Kim
et al., 2019; Udagawa and Aizawa, 2019; Haber
et al., 2019; Narayan-Chen et al., 2019) amongst
other things (see Chandu et al. (2021) for a non-
exhaustive list of tasks). However, the issue with
most of these tasks and the phenomena that the
researchers are trying to model with these tasks
is not really conversational grounding and it is re-
stricted to either referential grounding or ground-
ing in terms of a particular modality (e.g., visual
grounding) (Ilinykh et al., 2019; Hakimov et al.,
2025; Jekni¢ et al., 2024; Chandu et al., 2021).
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A Prompt Template

The prompt templates for the English and French
transcripts are shown in Fig 5 and 6 respectively.
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Two people are playing a word guessing game where player 1 picks a word and

player 2 doesn't know this word. Player 2 needs to ask questions to player 1

to guess the word correctly. Given the dialog history in terms of the turns taken

by player 1 and player 2 and the word picked by player 1, you need to decide whether

the next question asked or statement made by player 2 or the object mentioned by player 2 is valid or

not based on the dialog history until that point. You need to give a boolean binary response (True or False) whether
the question is valid or not in JSON format. Use the following template: {valid: ""}.

Here are some examples to help you out.

Example 1: Word picked by player 1: A balloon.

Dialog history: player 2 turn: Is it a living being? player 1 turn: No. player 2 turn: Is it an object? player 1 turn: Yes.
Next question: Can you play with it?

{valid: True}

Example 2: Word picked by player 1: A cat.

Dialog history: player 2 turn: Is it a living being? player 1 turn: Yes. player 2 turn: Can it be a pet? player 1 turn: Yes.
Next question: a cat?

{valid: True}

Example 3: Word picked by player 1: A car.

Dialog history: player 2 turn: Is it a living being? player 1 turn: No.
Next question: is it an insect?

{valid: False}

End of examples.
Word picked by player 1: <TARGET_WORD>

Dialog history: <DIALOG_HISTORY>
Next question: <QUESTION>

. J

Figure 5: Prompt template with English examples and transcript.
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Two people are playing a word guessing game in the French language where player 1 picks a word and

player 2 doesn't know this word. Player 2 needs to ask questions to player 1

to guess the word correctly. Given the dialog history in terms of the turns taken

by player 1 and player 2 and the word picked by player 1, you need to decide whether

the next question asked or statement made by player 2 or the object mentioned by player 2 is valid or

not based on the dialog history until that point. You need to give a boolean binary response (True or False) whether
the question is valid or not in JSON format. Use the following template: {valid: ""}.

Here are some examples to help you out.

Example 1: Word picked by player 1: Un ballon.

Dialog history: player 2 turn: Est-ce que ¢a un étre vivant? player 1 turn: Non.
player 2 turn: Est-ce que c¢a un objet? player 1 turn: Oui.

Next question: Peux-tu jouer avec ga?

{valid: True}

Example 2: Word picked by player 1: Un chat.
Dialog history: player 2 turn: Est-ce que ¢a un étre vivant? player 1 turn: Oui.
player 2 turn: Est-ce que ¢a peut étre un animal de compagnie? player 1 turn: Oui.
Next question: un chat?
{valid: True}

Example 3: Word picked by player 1: Une voiture.

Dialog history: player 2 turn: Est-ce que ¢a un étre vivant? player 1 turn: Non.
Next question: Est-ce que ga un insecte?

{valid: False}

End of examples.
Word picked by player 1: <TARGET_WORD>

Dialog history: <DIALOG_HISTORY>
Next question: <QUESTION>
\ exta £ Y,

Figure 6: Prompt template with French examples and transcript.
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Do young adolescents draw on common ground like adults?
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'Aix Marseille Univ, CNRS, LPL, Aix-en-Provence, France; {first.last}euniv-amu.fr
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Abstract

Audience design is the ability to adapt one’s
language to one’s interlocutor. In adolescents,
this ability, essential during a conversation, is
already present but not yet to the level of adult’s.
Furthermore, existing studies have not looked
at the co-elaboration of shared knowledge be-
tween adolescents during an interaction. This
paper investigates whether, with a referential
communication task, adolescents aged between
11 and 13 years use their audience design in the
same way as adults. To this end, we assessed
their use of reference markers during the task.
The results showed that adolescents used in a
similar trend as adults reference markers, but it
is not as optimally as adults do.

1 Introduction

In everyday conversation, speakers routinely adapt
their language based on what they believe their in-
terlocutor knows. If someone mentions their long-
haired cat as a fluffy cat and then refers to “the fluffy
thing” the listener will likely identify the referent.
This process of taking into account or adapting to
the specific needs and knowledge of the listener
is known as audience design (Clark and Murphy,
1982). It also refers to perspective-taking which
consists of attributing knowledge to the interlocutor
during conversation and ensuring the appropriate
use of the other’s perspective (Brown-Schmidt and
Heller, 2018; Clark and Murphy, 1982). Audi-
ence design implies that interlocutors involved in a
conversation distinguish between common ground
(or shared knowledge) co-constructed by them and
privileged ground (or privileged knowledge) to en-
sure effective communication. Shared knowledge
is established between interlocutors through mutual
acceptance that certain information is shared and
can be used within their conversation. Specifically,
information becomes part of the shared knowl-
edge once it is proposed by speaker A and ac-
cepted by speaker B. At that point, both interlocu-

tors acknowledge that the information is shared
(Clark and Wilkes-Gibbs, 1986). This mutual co-
construction is essential and requires the active
participation of both parties, along with their will-
ingness to incorporate information into their com-
mon ground. In this way, a mutual belief is formed:
both interlocutors are aware that the other has un-
derstood what has just been said before the conver-
sation proceeds (Clark and Wilkes-Gibbs, 1986).
While privileged knowledge refers to information
known only to one person and not mutually es-
tablished with the interlocutors, shared knowledge
can arise from physical or linguistic co-presence,
prior shared experiences, general world knowledge,
or joint construction during interaction (Clark and
Wilkes-Gibbs, 1986; Brown-Schmidt and Heller,
2018).

A central question is to understand how this
mechanism emerges and develops from childhood
to adulthood. Adolescence spans from puberty
onset around age 10 to early adulthood near age
20, when individuals assume adult social responsi-
bilities (Galvan, 2021). This transitional phase is
characterized by social and relational transforma-
tions that reshape interactions with both family and
peers (Galvan, 2021). Notably, adolescence is a
critical period for the development of perspective-
taking, as brain regions involved in social cogni-
tion and interaction continue to mature during this
stage (Kilford et al., 2016; Galvan, 2021). The
present study focused on whether and how young
adolescents appropriately use common ground and
privileged ground compared to adults, especially
during a referential communication task conducted
in French.

1.1 Audience design during adolescence

Fukumura (2016) and Arvidsson et al. (2022) find-
ings suggest that, during adolescence, audience
design is still improving. First, they showed that,
unlike adults, adolescents did not adjust contrastive
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Arvidsson et al. (2022)

Fukumura (2016)

Interlocutor Fictitious

Real : with a confederate

Experimental groups

Adolescents aged 11-12 years
Adolescents aged 15-16 years

Children aged 6-10 years
Adolescents aged 11-16 years
Adults

Experimental condi-
tions character:

presumed unknown

Knowledge of the fictitious
presumed known/

Different-size distractor: present / absent
Target visibility: both participants / direc-
tor only

Knowledge’s type Encyclopedic knowledge

From Visual co-presence

Table 1: Summary of the methodological differences between Arvidsson et al. (2022), and Fukumura (2016).

and relevant descriptions according to shared or
privileged knowledge. In both studies (method de-
tailed in Table 1), an interlocutor makes a part-
ner describe or guess an image among 4 using
either detailed descriptions or contrastive adjec-
tives. On the one hand, the authors found that
adolescents used fewer contrastive adjectives than
adults in the shared condition (Fukumura, 2016)
and more precisely, during adolescence, younger
adolescents gave more detailed descriptions than
older adolescents (Arvidsson et al., 2022). On
the other hand, in the privileged condition, they
found that adolescents used more contrastive ad-
jectives than adults, and that younger adolescents
gave less detailed descriptions than older adoles-
cents. Second, both studies demonstrated that when
performing the task, whether the partner was ficti-
tious or real, young adolescents were less efficient
than older adolescents or adults at taking their part-
ner’s knowledge into account, regardless of its type
(i.e., encyclopedic or from visual co-presence; Ta-
ble 1). Adolescents thus appear to rely less on
shared knowledge and more on privileged knowl-
edge, suggesting that they are more egocentric than
adults. Moreover, using a questionnaire on the
presumed knowledge of fictitious characters about
the pictures, given after the task, Arvidsson et al.
(2022) found no differences in the attribution of
knowledge levels between younger and older ado-
lescents. While younger adolescents attributed the
same knowledge to the characters as older adoles-
cents, they did not use this information to perform
the task. This suggests that they are not yet fully
engaged in audience design. In line with this result,
other research investigating theory of mind abili-
ties has found that adolescents are more likely to
adopt an egocentric perspective compared to adults.
For instance, authors using a director task adapted
from Keysar et al. (2000) have examined how ado-

lescents adjust their perspective-taking when inter-
acting with a fictitious interlocutor (Dumontheil
et al., 2010). In these studies, participants viewed
a grid of objects and were informed that certain
items were occluded from the fictitious partner’s
view. Correct object selection required ignoring
objects occluded to the other perspective. Adoles-
cents aged 11 to 17 years (Tamnes et al., 2018;
De Lillo and Ferguson, 2023) and those aged 14
to 18 years (Dumontheil et al., 2010; Symeonidou
et al., 2016) made more errors in selecting the tar-
get than adults. Moreover, when multiple objects
were similar to the target, adolescents aged 12 to
15 years made more errors than those aged 17 years
(Humphrey and Dumontheil, 2016). Overall, re-
search on adolescents’ use of shared knowledge
suggests that they engage in audience design to
a lesser extent than adults. However, there is no
clear consensus on the exact age at which adoles-
cents begin to do so, as findings vary depending
on the experimental paradigm used. Some studies
indicate that audience design begins to develop in
between 12 and 15 years (Arvidsson et al., 2022),
while others suggest it continues to mature until
approximately 15 to 17 years of age (Humphrey
and Dumontheil, 2016). It is also important to
note that all of the aforementioned studies assessed
adolescents’ performance in tasks without real in-
teraction, and where shared knowledge was not
co-constructed. In contrast, referential communi-
cation tasks may offer insight into how common
ground is collaboratively negotiated in real-time.

1.2 Measures of audience design using the
referential communication task

The referential communication task is traditionally
used in the literature to assess audience design in
adult population (Krauss and Weinheimer, 1964;
Clark and Wilkes-Gibbs, 1986). Two participants
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are presented with the same set of abstract figures
(tangrams). One participant, the director, sees the
tangrams arranged in a specific order, while the
other, the addressee, views the same tangrams in a
random order. The director’s objective is to guide
the addressee in rearranging the tangrams to match
their own arrangement. The task is repeated across
4 to 6 trials, depending on the study. Throughout
the trials, participants gradually develop shared
knowledge about the tangrams, which were initially
unknown (Clark and Wilkes-Gibbs, 1986).

This type of task thus requires participants to
co-construct a common ground, which is consti-
tuted of descriptions proposed and used to refer to
the tangrams through the task (Brennan and Clark,
1996). Development of this common ground can
be assessed by examining the number of words
used and the types of referential markers employed
(Bovet et al., 2024). More specifically, the use of
definite and indefinite references, markers of con-
ceptualization and reconceptualization (based on
the types of words and labels produced), as well
as the reuse of previously established descriptions
reflects how interlocutors take into account knowl-
edge that is part of the common ground (Bovet
et al., 2024). Indefinite references introduce new
information (e.g., “a nice dog” when mentioning
the dog for the first time), whereas definite refer-
ences refer to information presumed to be known
by both interlocutors (e.g., “the fluffy cat”). A defi-
nite reference may take the form of a proper name
known to both participants or a label without an
article (e.g., "next figure cat"). A third strategy to
introduce information involves employing provi-
sional references or hedges, such as “a kind of” or
“a sort of” (Brennan and Clark, 1996; Branigan
et al., 2016). Hedges convey uncertainty and invite
clarification or negotiation, allowing interlocutors
to confirm, refine, or adjust the descriptions pro-
vided (Brennan and Clark, 1996). As interaction
progresses across repeated trials with the same tan-
grams, interlocutors gradually replace indefinite
references and hedges with definite ones from the
second trial onward, reflecting the construction and
the use of shared knowledge (Clark and Wilkes-
Gibbs, 1986; Champagne-Lavau et al., 2009). The
provisional references tend to fade as shared knowl-
edge is jointly established, especially when the
same objects are referred to repeatedly (Brennan
and Clark, 1996). The reduction in the number of
words used to describe tangrams across trials also
demonstrates the development of shared knowledge

(Isaacs and Clark, 1987; Clark and Wilkes-Gibbs,
1986). When common ground is established and
used, interlocutors rely more on previously shared
descriptions and shorten them. This process allows
interlocutors to refer to tangrams more efficiently
without needing to provide new elements or to pro-
duce new descriptions (Isaacs and Clark, 1987).
This decrease in the number of words reflects in-
creased communicative efficiency and can be used
as a measure of task success.

In parallel, the reuse of previously produced
words and descriptions signals that both interlocu-
tors are drawing from shared knowledge. This
not only enhances mutual understanding, but also
contributes to faster and more efficient task com-
pletion (Isaacs and Clark, 1987). For instance, the
reuse of descriptions has been examined in referen-
tial communication task involving either pairs of
native speakers or mixed pairs including a native
speaker and a second-language learner (Bortfeld
and Brennan, 1997). In this study, participants com-
pleted the task six times, alternating between the
roles of director and addressee. The use of shared
knowledge was assessed by analyzing whether de-
scriptions from the final two trials for each tangram
were reused. The reuse of previously mentioned
and jointly established elements was interpreted
as evidence of successful mutual belief formation,
whereas substantial changes in terminology were
taken as failures to rely on common ground. The
results showed that adults, whether paired with
native or non-native speakers, consistently built
and reused previously established descriptions in
similar ways. Nadig et al. (2015) analyzed de-
scription reuse while they compared how direc-
tors described tangrams when addressing either the
same addressee as in previous trials or a new one.
The addressee changed on the fourth trial. The
critical fourth trial enabled researchers to evalu-
ate participants’ consideration of the absence of
shared knowledge with a new interlocutor. Find-
ings revealed that adults produced longer descrip-
tions when the addressee changed, suggesting an
awareness of the lack of shared knowledge.

Conversely, when the addressee remained the
same, speakers tended to reuse descriptions. Ref-
erential communication tasks have also been used
to examine audience design in younger children
by introducing a new addressee (e.g., bystander,
over hearer, or naive participant) midway through
the interaction. Depending on the role of the new
addressee, the common ground shared with the di-
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rector varied: the naive participant was unfamiliar
with both the task and the figures, the bystander
had actively participated in the task and the over
hearer had only listened to the previous interaction
without taking part in it. Branigan et al. (2016)
found that children aged 810 years often relied
on presumed common ground, even when it was
unwarranted, in the case of an over hearer as new
addressee. Specifically, children used more definite
references with the second addressee in a role of an
over hearer, than what was observed in a study in
adults (Wilkes-Gibbs and Clark, 1992) despite the
fact that the over hearer had not seen the tangrams
and thus lacked visual common ground. However,
when the new addressee was either naive or had
been physically present, children appropriately ad-
justed their referring expressions based on the ad-
dressee’s knowledge, as adults did (Wilkes-Gibbs
and Clark, 1992).

To our knowledge, no study has assessed audi-
ence design in young adolescents interacting with
a real interlocutor of the same age, in compari-
son with adults. Therefore, in the current study,
we aimed to investigate whether early adolescents
(aged 11-13 years) take into account and use shared
knowledge established with their interlocutor dur-
ing a referential communication task, in the same
way as adults. Specifically, we assessed: (1) the
types of referring expressions used to introduce tan-
gram descriptions across trials (definite, indefinite,
and hedges); (2) the extent to which participants
reused tangram descriptions throughout the trials.
The use of referential markers has been studied in
younger children (Branigan et al., 2016) and adults
(Clark and Wilkes-Gibbs, 1986), while description
reuse has been well documented in adults (Bort-
feld and Brennan, 1997; Nadig et al., 2015), but
not in adolescents. We hypothesized that if ado-
lescents were less likely to rely on shared knowl-
edge with their interlocutor, they would use more
words, indefinite markers and hedges and less defi-
nite ones than adults throughout the task. We also
predicted that adolescents would show less consis-
tency in reusing previously produced descriptions
compared to adults.

2 Method

2.1 Participants

Forty adolescents aged 11 to 13 years (‘“Adoles-
cence group” (n = 40), M = 12.5, SD = 0.10
years) and forty young adults aged 18 to 24 years

(“Adult group” (n = 40), M = 20.07, SD = 0.37
years) took part in the study, performing the task
in pairs. Each Group contained the same number
of females and males (/N = 20). All participants
were fluent in French.

The adolescents were recruited from a French
middle school in Briancon (France). Young adults
were recruited from Aix-Marseille university and
from the last year of a high school in Briangon.
Participants were tested either at school or in the
laboratory according to their recruitment location.
The participants in each pair were friends. All par-
ticipants and parents of the adolescents gave writ-
ten informed consent before recruitment. Adults
received financial compensation (€20), while ado-
lescents were given a gift (e.g., board game), in
accordance with French ethical guidelines. The
study was approved by the Ethics Committee of
Aix-Marseille University (n° 2024-01-11-02).

2.2 Materials

We used the paradigm of referential communica-
tion (Clark and Wilkes-Gibbs, 1986; Champagne-
Lavau et al., 2009). In this task, a participant (the
“director”) sequentially describes 10 a priori un-
known figures (tangrams) to enable their partner
(the “addressee’) to place them in the same or-
der. The director was presented with the tangrams
arranged in a 2 x 5 laminated grid, while the ad-
dressee received the same grid and 10 laminated
cards (5,5 x 9 cm) depicting the tangrams. The
task was performed 6 times, in a different pseudo-
randomized order of the tangrams and constituting
the six trials of the task. Participants sat face-to-
face, separated by an opaque screen during the task.
After each trial, the screen was removed, and both
participants verified with the experimenter if their
final order was the same. Each participant was pro-
vided with their own microphone to enable distinct
audio recordings. The task lasted from 7 to 25
minutes.

2.3 Data coding

The six trials of the task were automatically
transcribed using a script based on VOSK-API
(Shmyrev and other contributors, 2020) and then
manually corrected in PRAAT (Boersma and
Weenink, 2024). Audio record of each participant
was transcribed orthographically. Transcriptions
were divided by trial and by tangram.

Two coders filtered the directors’ transcripts to
retain only the elements related to tangram descrip-
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tions. The first filter targeted utterances preceding
the actual description of the tangram (i.e., refer-
ences to the tangram’s position and its introduction
to the addressee), such as "the next picture is", as
our focus was on the references produced specifi-
cally about the tangrams. For the same reason, we
excluded questions directed to the experimenter, as
they were not part of the dialogue between the two
participants in the task. Finally, we filtered out di-
gressions between participants that were unrelated
to the tangrams or the task. While such digressions
may contribute to the grounding process between
participants, our analyses focused specifically on
strategies for describing the tangrams.

A tangram description was thus defined as
speech beginning when the director started speak-
ing and ending before the addressee’s first feed-
back. We identified the “initial” description, which
was the director’s first description before any feed-
back from the addressee. We also isolated the “fi-
nal” description, which was the last description
made before moving on to the next tangram. The
final description could be produced by the director
when the addressee accepted it (by giving feedback)
or when the addressee proposed a description ac-
cepted by the director.

The corpus analyzed in this study consisted
exclusively of filtered data. For each trial, we
recorded the number of words, and the number
of descriptions produced per tangram. The full cor-
pus lasts 8 hours and 53 minutes and includes 3,445
descriptions produced by the director (n = 40), per
participant across trials, M = 14.35, SD = 5.71).

2.4 Annotations

Following the approach proposed by Wilkes-Gibbs
and Clark (1992) and Branigan et al. (2016), we
coded directors’ initial references as definite (def-
inite articles, absence of article, proper nouns),
and indefinite (indefinite articles). We also coded
hedge forms such as "un peu" ("a little"), "une es-
pece de" ("a kind of "), and "une sorte de" ("a sort
of"). Unlike Branigan et al. (2016), we expanded
our hedges coding to encompass comparisons with
"comme" ("like") and the use of the conditional
"on dirait que" ("it looks like"). These hesitations
and comparisons serve the same purpose of sig-
naling the "provisionality" of the description until
both interlocutors agree on one that satisfies them
(Branigan et al., 2016).

For each tangram, we categorized the reuse of
descriptions between the final description of one

trial and the initial description of the subsequent in
three categories derived from the proposals of Bort-
feld and Brennan (1997) and Nadig et al. (2015).
For each trial, we obtained 10 initial and 10 final
descriptions, resulting in 2,000 instances of descrip-
tion reuse. We coded description reuses into three
categories:

* The identical (IDENT) category included de-
scriptions that conveyed equivalent informa-
tion about the tangram by: (1) being word-for-
word identical, (2) differing only in preposi-
tions or determiners, or (3) using synonyms.
This category reflects the reuse of knowledge
already co-established, present in the partici-
pants’ common ground.

* The partial (PARTIAL) category included de-
scriptions that shared some elements but dif-
fered overall: (1) by including fewer elements,
(2) by adding new elements, or (3) by com-
bining both retained and newly introduced el-
ements. This category reflects knowledge still
being established and not yet fully integrated
into the participants’ common ground.

* The different (DIFFER) category included de-
scriptions that introduced entirely new infor-
mation without any shared words. This cate-
gory reflects a lack of reference to the com-
mon ground.

The inter-coder reliability was strong for the an-
notation of reference markers (Cohen’s kappa =
0.76) and the annotation of descriptions reuse (Co-
hen’s kappa = 0.64).

In the present study, we measured the total num-
ber of words and the use of reference markers in
the director’s speech per trial, using three ratios:
definite references to total descriptions (DEF ra-
tio), indefinite references to total descriptions (IND
ratio), and hedge references to total descriptions
(HED ratio). We also assessed description reuse
through three ratios: identical descriptions to total
descriptions (IDENT ratio), partial descriptions to
total descriptions (PARTIAL ratio), and different
descriptions to total descriptions (DIFFER ratio).

2.5 Statistical analysis

We hypothesized that if the established common
ground is not yet used by adolescents, they would
use more words and employ more indefinite mark-
ers and hedges and less definite markers to de-
scribe tangrams than adults across all trials. To
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evaluate task efficiency and the extent to which
common ground was mobilized, we compared the
total number of words between adolescents and
adults across trials using a 2 x 6 repeated-measures
ANOVA with Group (Adolescents, Adults) x Tri-
als (Trials 1 to 6) as within-subject factors. We
also compared the IND, DEF, and HED ratios be-
tween adolescents and adults across trials using
a 2 x 6 repeated-measures ANOVA, with Group
(Adolescents, Adults) x Trials (Trials 1 to 6) as
within-subject factors.

To examine whether adolescents relied on a co-
constructed common ground, we assessed whether
they reused previously established descriptions or
continued generating new ones across trials. We
hypothesized that if adolescents did not use audi-
ence design in the same way as adults, their reuse
of identical descriptions would be lower. To test
this, we compared description reuse between ado-
lescents and adults using a 2 x 5 repeated-measures
ANOVA on the IDENT ratio, with Group (Adoles-
cents, Adults) and Trials (Trials 2 to 6) as within-
subject factors.

All data from participants assigned to the “di-
rector” condition were included in the analysis
(N = 40). The analyses were conducted using
the SPSS statistical software (IBM SPSS version
29).

3 Results

3.1 Total number of words

As shown in Figure 1, the analysis of the total
number of words showed a main effect of Trial
(F(5,190) = 122.335,p < 0.001,72 = 0.763)
with the number of words decreasing significantly
across trials (p < 0.001). The difference was not
significant between Trial 5 and Trial 6 (p > 0.05).
A main effect of Group was found (F'(1,38) =
4.137,p = 0.049,72 = 0.98) with the number of
words being significantly higher in adolescents than
in adults across trials. The interaction Group x
Trial was not significant (F'(5,190) = 0.793,p >
0.05, 77 = 0.020).

3.2 Reference Markers

An illustrative example is provided in Appendix
Table 2. As illustrated in Figure 2, the analysis
of the DEF Ratio showed a main effect of Trial
(F(5,190) = 97.264,p < 0.001,1712, = 0.728),
with the DEF ratio being significantly lower in
Trial 1 and Trial 2 compared to all subsequent
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Figure 1: Mean of the total number of words by Trial
and Group.

trials (p < 0.001) and in Trial 3 than Trial 6
(p = 0.005). A main effect of Group was found
(F(1,36) = 7.007,p = 0.012, 77 = 0.955) with
the DEF ratio being significantly lower in ado-
lescents than in adults across trials. There was
a marginal significant interaction Group x Trial
(F(5,190) = 2.180,p = 0.058,773 = 0.054)
showing that in the Trial 1, there was no signif-
icant difference between adolescents and adults
(p > 0.05), while in the subsequent trials the
DEF ratio was lower in adolescents than in adults
(p < 0.04).

The analysis of the HED Ratio showed a
main effect of Trial (F£'(5,190) = 60.592,p <
0.001,72 = 0.615), with the HED ratio being sig-
nificantly higher in Trial 1 compared to all sub-
sequent trials (p < 0.001), in Trial 2 compared
to Trials 3 (p = 0.020), 4 (p = 0.004), 5 and 6
(p < 0.001). A main effect of Group was found
(F(1,36) = 4.669,p = 0.037,773 = 0.109), with
the HED ratio being significantly higher in adoles-
cents than in adults across trials. The interaction
Group x Trial was not significant (F'(5,190) =
1.350, p > 0.05, 2 = 0.034; see Figure 2).

The analysis of the IND Ratio showed a
main effect of Trial (F'(5,190) = 23.348,p <
0.001, 7712) = (.381), with the IND ratio being sig-
nificantly higher in Trial 1 compared to all sub-
sequent trials (p < 0.001), in Trial 2 compared
to Trial 5 (p = 0.025), and Trial 6 (p = 0.003).
A main effect of Group was found (F'(1,38) =
6.383,p = 0.016,72 = 0.144) with the IND ra-
tio being significantly higher in adolescents than
in adults across trials. The interaction Group X
Trial was not significant (F'(5,190) = 0.915,p >
0.05,72 = 0.024; see Figure 2).
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Figure 2: Ratio of each marker of reference by Markers
Category, Trial and Group.

3.3 Description reuse of the descriptions
across successive trials

3.3.1 IDENT ratio across trials

As shown in Figure 3, the analysis of the IDENT
Ratio showed a main effect of Trial (F'(4,152) =
92.337,p < 0.001, 77]2) = 0.708), with the IDENT
ratio decreasing significantly across all trials (p <
0.001). A main effect of group was found
(F(1,38) = 92.337,p = 0.05,773 = 0.095), with
the IDENT ratio being significantly lower in ado-
lescents than in adults across trials across trials.
There was a significant interaction Group x Trial
(F(4,152) = 5.189,p < 0.001,72 = 0.120)
showing that in adults, the IDENT ratio decreased
significantly across all trials (p < 0.02). In ado-
lescents, the IDENT ratio decreased significantly
across all trials (p < 0.01) except between the Trial
3 and the Trial 4 (p > 0.05).

3.3.2 Reuse descriptions at Trial 4

As adolescents showed similar use of the identical
category between the third and fourth trials, we fo-
cused the analysis on comparing the different cate-
gories of description reuse in the fourth trial. A two-
way ANOVA with Group (Adolescents, Adults) x
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Figure 3: IDENT ratio/total number of descriptions by
Trial and Group.

Category (IDENT, PARTIAL, DIFFER) was con-
ducted on the ratio of each category to the total
number of descriptions. An illustrative example is
provided in Appendix Table 3.

As illustrated in Figure 4, the analysis showed a
main effect of Category (F'(5,114) = 71.054,p <
0.001,7712) = 0.588), with the IDENT ratio be-
ing significantly lower than the PARTIAL ratio
and significantly higher than the DIFFER ratio
(p < 0.001), and the DIFFER ratio being signifi-
cantly lower than the PARTIAL ratio (p < 0.001).
The interaction Group x Category was significant
(F(5,114) = 10.446,p < 0.001, 775 = 0.155)
showing that in adults the DIFFER ratio was sig-
nificantly lower than the IDENT and the PARTIAL
ratios (p < 0.001), and the IDENT ratio did not dif-
fer with the PARTIAL ratio (p > 0.05). In adoles-
cents, the IDENT ratio was significantly lower than
the PARTIAL ratio (p < 0.001) and did not differ
with the DIFFER ratio (p > 0.05). The DIFFER
ratio was significantly lower than the PARTIAL
ratio (p < 0.001). There was no main effect of
Group (F'(5,114) = 0.000, p > 0.05, 77]2J = 0.000;
Figure 4).

4 Discussion

The aim of the present study was to assess whether
young adolescents were able to use common
ground co-established with their interlocutor dur-
ing a referential communication task, in the same
way as adults. We therefore analyzed the number
of words and use of reference markers across tri-
als, followed by the reuse of identical descriptions
between trials from Trial 2 to Trial 6, and more
precisely in trial 4, the use of identical, partial or
different descriptions compared to those used in
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Figure 4: Ratio of each category of reuse of the descrip-
tions between Trials 3 and 4, by Category and Group.

the trial 3.

The main results showed that, in adults, the use
of reference markers corroborates findings from the
literature: use of indefinites decreased (Bangerter
et al., 2020) as did the hedges (Brennan and Clark,
1996), while the definites increased (Hupet et al.,
1993). Adults progressively elaborated and re-
lied on the common ground co-established with
their interlocutor (Brennan and Clark, 1996). Simi-
larly, we observed that adolescents were engaged
in audience design to the extent that the indefinite
references and hedges decreased in favor of an
increase in definite markers, confirming the ten-
dency observed in children aged 8 to 10 years
(Branigan et al., 2016). However, across trials,
adolescents used fewer hedges and indefinite ref-
erences and more definite references compared to
adults. Specifically, when comparing adolescents
and adults, differences in the use of definite ref-
erences emerged from the second trial onward,
with adolescents producing fewer such markers
and never reaching the level observed in adults
in subsequent trials. Furthermore, although both
groups produced fewer words across trials, ado-
lescents consistently used more words than adults.
These findings replicate previous results observed
in adults (Clark and Wilkes-Gibbs, 1986; Isaacs
and Clark, 1987) and indicate that adolescents are
less efficient. These results suggest that, although
young adolescents rely on the common ground es-
tablished with their partner during the referential
communication task, they do so less efficiently than
adults. When examining the reuse of descriptions,
we observed that adults increasingly reused identi-
cal descriptions as the trials progressed. This result
suggests that, rather than merely reducing word

production, adults tend to rely on previously estab-
lished descriptions. Our observation aligns with
findings from previous research in adults (Bortfeld
and Brennan, 1997; Nadig et al., 2015). Similarly,
among adolescents, we observed a comparable in-
crease in the use of identical descriptions across
trials, mirroring the pattern found in adults. How-
ever, from the fourth trial onward, adults consis-
tently reused identical descriptions more frequently
than adolescents, who never reached adult-level
performance. The increase in identical descrip-
tion use suggests that both adults and adolescents
had sufficiently refined their descriptions, making
further simplification or elaboration unnecessary.
The growing use of identical descriptions reflects
task efficiency but also a more efficient use of com-
mon ground, as it is a more precise indicator of the
shared knowledge established between participants.
In the same way, at the midpoint of the task (Trial
4), adults used identical and partially elaborated
descriptions equally, whereas adolescents contin-
ued to rely equally on new and partially elaborated
descriptions.

Overall, our results do not support the idea that
young adolescents are more egocentric. While pre-
vious studies have reported more pronounced ego-
centrism in younger adolescents compared to older
ones (Arvidsson et al., 2022; Humphrey and Du-
montheil, 2016), our findings indicate that adoles-
cents are no more egocentric than adults. This
discrepancy may be explained, first, by the type of
shared knowledge involved. Shared knowledge was
established through descriptions produced during
the task and was solidified through a real-time co-
construction. In contrast, previous studies manip-
ulated encyclopedic knowledge (Arvidsson et al.,
2022) or required adopting a visual perspective dif-
ferent from that of the participant (Humphrey and
Dumontheil, 2016). Furthermore, differences ob-
served with the director task may also be explained
by variations in visuospatial or attentional cogni-
tive abilities (Santiesteban et al., 2015). Secondly,
while earlier studies found that younger adoles-
cents were more egocentric than older ones, the
attribution of knowledge was made about fictitious
characters who did not respond, so their knowl-
edge was merely assumed. This lack of interaction
prevented the shared development of grounding
and considered only the participant’s beliefs about
the character’s knowledge. In contrast, our study
involves real interaction and audience design en-
gagement, allowing both interlocutors to contribute
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to the co-construction and mutual adjustment of
common ground. These factors could influence
adolescents’ performance. Our findings suggest
that the cognitive processes involved are different
and more demanding when the interlocutor is not
physically present.

In our experimental setup, the common ground
between participants consisted of both pre-existing
shared knowledge (including prior knowledge
about one’s interlocutor and encyclopedic knowl-
edge) and knowledge co-established during the
task. It also encompasses non-verbal cues, such as
gestures, gaze, and facial expressions, produced by
the interlocutors (Brennan et al., 2010). However,
in everyday conversation, common ground extends
beyond what is explicitly said. Unlike in real-life in-
teractions, our participants could not see each other
and therefore lacked access to many of the ground-
ing cues provided by non-verbal information. The
inclusion of such cues, which contribute to mutual
understanding between interlocutors in everyday
conversations, could help reduce the performance
gap with adults by improving the grounding pro-
cess.

To conclude, our findings on referential marker
use and the reuse of previous descriptions suggest
that adolescents actively contribute to establish-
ing common ground, similarly to adults. How-
ever, their strategies seem suboptimal and depend
on knowledge still in the process of being co-
constructed. We interpret these results as evidence
that collaborative elaboration of common ground
is present in young adolescents but is less efficient
than in adults.
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A Appendix: Examples of annotated excerpts from the dataset.

Trial Initial description Number of words Annotation

1 On dirait quelqu’un qui va mettre un coup de pied 10 HED
It looks like someone’s about to kick

2 Celui qui met le coup de pied 7 DEF
The one who kicks

3 Le coup de pied 4 DEF
The kick

4 Coup de pied 3 ABS
Kick

5 Le coup de pied 4 DEF
The kick

6 Coup de pied 3 ABS
Kick

Table 2: Example illustrating the annotation of referential markers in a participant’s initial description of the same

tangram.

Comparison Initial description Final description from previous trial Annotation

Trial 1to2  Celui qui metle coup de pied Avec le carré qui tombe la DIFFER
The one who kicks With the square that falls here

Trial2to3  Le coup de pied Celui qui met le coup de pied PARTIAL
The kick The one who kicks

Trial 3to4  Coup de pied Le coup de pied IDENT
Kick The kick

Table 3: Example illustrating the annotation of intra-participant description reuse for a tangram.
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Abstract

Social repair encompasses the crucial strategies
individuals employ to maintain and restore so-
cial relationships and interpersonal harmony
when interactions go awry. While existing re-
search on repair has often prioritized commu-
nicative and informational aspects, the social
and relational dimensions have received less
focused attention. This paper addresses this
gap by developing a formal representation of
social repair centered on the dynamic coordi-
nation of social beliefs between interlocutors.
Drawing insights from social theories of inter-
action, Type Theory with Records within Di-
alogue Game Board (DGB) theory, we define
social repair and specify its key components,
including an agent’s social beliefs. We then
delineate the interactional dynamics through
which social misalignments are perceived and
addressed. These dynamics can lead to distinct
reactive strategies by an interlocutor who recog-
nizes a potential issue: accommodation to the
other’s social belief, an attempt to calibrate the
other’s interpretation, or ignoring the perceived
misstep. This framework provides a system-
atic approach to understanding and modeling
the nuanced processes of social repair, offer-
ing important implications for developing more
socially aware agents.

1 Introduction

Effective communication and social interaction are
essential for building and maintaining relationships
(Duck, 1994), achieving common goals (Pentland,
2012), and navigating complex social situations
(Forgas and Jones, 1985). However, even with
the best intentions, individuals may encounter mo-
ments where their actions, words, or behaviors are
misaligned with the social expectations or beliefs
of others (Goffman, 1967). In such cases, social
repair becomes crucial for restoring harmony, pre-
venting further damage to the relationship, and en-
suring that the interaction remains productive and
“connective”.

This paper investigates the concept of social re-
pair, which encompasses a range of actions that
individuals use to address and resolve social mis-
steps or conflicts. Despite the significant advances
in our understanding of repair, much of the existing
research has focused primarily on the communica-
tive and informational aspects of repair, with less
attention paid to its social and relational dimen-
sions. While some studies have touched on the role
of politeness and face management (Brown and
Levinson, 1987; Domenici and Littlejohn, 2006),
the broader social functions and implications of re-
pair have often been overlooked. This is where the
concept of social repair comes in. As introduced
by Abulimiti et al. (2021), social repair refers to
the processes and strategies that individuals use to
maintain and restore social relationships and inter-
personal harmony in the face of interactional trou-
bles or breaches. While their work first identified
and named this crucial concept, the present paper
builds upon this foundation by proposing a formal
model that specifies the underlying cognitive and
interactional mechanisms of social repair. Specifi-
cally, our work models social repair as a reactive
phenomenon, triggered by a perceived problematic
utterance or a demonstrated incompatibility of so-
cial beliefs. Through this formalization, we aim to
bridge the gap between the study of communicative
repair and the broader social theories of interaction.

To illustrate the importance of social repair, con-
sider the following constructed example of a doctor-
patient interaction:

DOCTOR: Good morning, Mrs. Johnson.
How have you been feeling since your
last visit?

PATIENT: To be honest, Doctor, I’ve been
feeling worse. The medication you pre-
scribed doesn’t seem to be helping.

DOCTOR: [frowning] That’s not good. Are you
sure you’ve been taking the medication
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as directed?

PATIENT: [defensively] Of course, I have! Doc-
tor! I know how to follow instructions.

DOCTOR: [realizing the misstep] I didn’t mean
that... Let’s take a closer look at your
symptoms and see if we can find a better
solution together.

PATIENT: [relaxing slightly] Thank you, Doctor.

In this example, the doctor’s initial response to
the patient’s concerns about the medication’s ef-
fectiveness comes across as accusatory, suggesting
that the patient may not be following the prescribed
instructions. The patient, feeling defensive and dis-
respected, responds with a sharp comment. Recog-
nizing the potential damage to the doctor-patient
relationship and the need to maintain trust and open
communication, the doctor engages in social repair.
By apologizing for the unintended implication, ac-
knowledging the patient’s concerns, and proposing
a collaborative approach to finding a solution, the
doctor demonstrates their commitment to repairing
the social misstep and maintaining a positive, pro-
ductive interaction. By understanding and applying
social repair, individuals can effectively address
misunderstandings, mitigate conflicts, and foster
stronger, more resilient relationships.

2 Related Work

2.1 Communicative Repair

Communicative repair is defined that participants
to take the actions in a conversation to identify
and resolve problems in understanding or com-
munication breakdowns. Schegloff et al. (1977)
first identified the basic mechanisms and patterns
of repair in talk-in-interaction, distinguishing be-
tween self-initiated and other-initiated repair, as
well as self-repair and other-repair. Building on
this foundational work, researchers have explored
the various forms and functions of repair in differ-
ent contexts and settings (Levelt, 1983; Clark and
Schaefer, 1989). More recently, the study of repair
has been further advanced by the work of Ginzburg
(2012) and colleagues, who have developed a com-
prehensive framework for modeling dialogue and
interaction, known as the KoS (Ginzburg, 2012).
This framework provides a formal account of the
interactional dynamics of repair, including the role
of clarification questions and feedback in resolving
misunderstandings (Ginzburg et al., 2003; Purver
etal., 2018).

Dingemanse and Enfield (2024) highlight that
communicative repair, crucial for information ro-
bustness, also organizes social accountability, form-
ing a foundation for human language.

Researchers such as Traum (1994) and Hee-
man and Allen (1999) developed computational
models of repair that aimed to capture the com-
plex interactional dynamics of human conversation.
These models were based on the idea that repair
is a fundamental mechanism for maintaining com-
mon ground and ensuring mutual understanding
between interlocutors. More recently, researchers
have explored the role of non-verbal cues and em-
bodied signals in coordinating repair and main-
taining mutual understanding in human-robot in-
teraction (Gross et al., 2017). Overall, while these
and other computational models have addressed
various facets of communication repair, dedicated
computational models specifically for social repair,
as conceptualized in this work (i.e., focusing on the
alignment of social beliefs and relational mainte-
nance), appear to be less prevalent or represent an
important avenue for future research.

2.2 Social Theories of Interaction

The study of social repair in dialogue and interac-
tion is deeply rooted in various social theories that
attempt to explain the dynamics of human com-
munication and relationships. One of the most
influential social theories related to the study of
social repair is Goffman’s (1959) study of face and
self-presentation in everyday life. Goffman argues
that individuals apply different strategies to pre-
serve their face and manage the impressions they
convey to others, which may involve various forms
of remedial work. This inherent belief is formed
prior to the interaction and is referred to as “Front”.

Building on Goffman’s insights, Brown and
Levinson (1987) proposed a comprehensive the-
ory of politeness that explains how individuals use
language to manage face. Their framework has
been widely influential in the study of social in-
teraction and has informed many studies on the
role of politeness in repair and miscommunication
(e.g., Domenici and Littlejohn, 2006; Oetzel et al.,
2001).

Another one of the key theoretical perspectives
that have influenced the study of social repair
is the concept of rapport, which was developed
by Tickle-Degnen and Rosenthal (1990); Spencer-
Oatey (2005) and Zhao et al. (2014). Rapport is de-
fined as a positive, harmonious and smooth feeling
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between interlocutors. Maintaining and restoring
rapport is one of the key functions of social re-
pair in interactions, as it helps to ensure the overall
quality and effectiveness of ongoing interactions.

The study of social repair also draws on the the-
ories of empathy and perspective taking, which
emphasize the importance of understanding and
responding to the thoughts, feelings and needs of
others in social interactions. As noted by Decety
and Jackson (2004) and others (Davis, 1983; Hoff-
man, 1996; Eisenberg, 2000), empathy plays a cru-
cial role in facilitating effective communication,
cooperation and conflict resolution, all of which
are central to the process of social repair. And this
proactive behavior may be effective in triggering
repair before conflicts (or the demonstration of con-
flicts). We are referred to in section 3 as social
self-repair.

3 Formal Representation

3.1 Defining Social Repair and Social Beliefs

Social repair involves maintaining and restoring a
social relationship. Fundamentally, social repair is
a dynamic process of coordinating social beliefs.
Drawing an analogy to Clark’s concept of common
ground (Clark and Brennan, 1991; Clark, 1996),
where interactants give each other evidence that
their contributions are understood sufficiently for
current purposes, social repair involves interactants
working towards a mutual recognition that their
social beliefs about the interaction and each other
are aligned, or are being actively managed towards
alignment, to a degree that sustains their ongoing
relationship and interactional goals.

Improved social relations are often the result of
achieving and maintaining this coordinated under-
standing of social beliefs. Specifically, in its core
mechanism, social repair is the process by which an
individual, referred to as A, deliberately attempts
to align their beliefs or perceptions with those of
another individual, B, regarding their interaction.
This alignment process typically occurs after A has
presented their beliefs (or the clues of beliefs) in a
manner that is inconsistent or misaligned with B’s
beliefs. In this context, the term “beliefs” specif-
ically refers to those pertaining to the social dy-
namics of the interaction (i.e., “social beliefs”), as
opposed to a broader range of beliefs. For example,
in a dyadic interaction, A believes that B thinks A
is friendly. While this core mechanism is often il-
lustrated with two participants (A and B) for clarity,

the principles of social repair extend to multi-party
dialogues where the alignment of social beliefs is
negotiated among several participants. Moreover,
the presence of overhearers (Traum, 2003) (or even
the awareness that an interaction is being recorded)
can significantly influence the dynamics and goals
of social repair, for instance, by heightening the im-
portance of face-saving maneuvers or altering the
perceived need for explicit alignment depending on
the audience.

Social repair can be considered a specific type of
content repair, which addresses problems or misun-
derstandings in the content or meaning of a socially
interpreted utterance (Schegloff et al., 1977; Sche-
gloff, 1992). While content repair focuses on the
informational content of an utterance, social repair
deals with the social beliefs and interpretations of
the interactants within a dialogical context.

3.2 Theoretical Foundations

A robust formalization of social repair necessitates
grounding in established theories of agency, infor-
mation representation, and dialogue dynamics. The
core of social repair lies in the coordination of so-
cial beliefs concerning the social interpretation of
a dialogue event.

Our model posits that social repair is triggered
by social belief incompatibility, a choice grounded
in established cognitive frameworks (Georgeff and
Rao, 1991). While social expectations are modeled
here as beliefs, constructs like goals and values can
potentially be modeled in a similar fashion.

To capture the dialogue context with the neces-
sary precision and structural integrity, our formal
model uses Type Theory with Records (Cooper and
Ginzburg, 2015) along with Ginzburg’s Dialogue
Game Board (DGB) theory (Ginzburg, 2012). This
framework offers a powerful and flexible means
to define the rich, feature-based information struc-
tures that constitute an agent’s cognitive state (such
as a private knowledge of an individual encom-
passing social beliefs) and the shared interactional
context. The use of typed feature structures ensures
that our representations are well-defined for a for-
mal analysis, which is essential for developing a
computationally explicit theory of social repair.

The total information state (see the representa-
tion 1) contains the shared information that can be
derived from publicized interaction and also pri-
vate information that includes private beliefs, plans.
The shared information state, at least, monitors
the shared assumptions, dialogue content said by
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the interlocutors, and also the focus of the current
dialogue interaction (i.e., Questions Under Discus-
sion).

3.3 Social Interpretation Function

The notion that individuals engage in “self-
interpretation of the observed behaviors” of others
is strongly supported by research in social cogni-
tion, with Theory of Mind (ToM) being a particu-
larly crucial cognitive capacity. ToM refers to the
ability to attribute mental states—such as beliefs,
desires, intentions, emotions, and knowledge—to
oneself and to others, and to understand that these
mental states can differ and are what often drive be-
havior (Wellman, 2018; Call and Tomasello, 2008;
Van Overwalle, 2009). In essence, when we ob-
serve someone’s actions or expressions, we are not
merely registering the physical movements; we are
actively trying to infer the underlying mental state
that produced them. This inference is an act of
interpretation.

Social cognition, as a broader field, encompasses
ToM and investigates the cognitive processes we
use to understand, store, and apply information
about other people and social situations (Van Over-
walle, 2009). It fundamentally involves making
social inferences about these implicit dialogue
states, which are not directly observable but are de-
duced from a pattern of verbal and nonverbal cues
(Adolphs, 2009; Van Overwalle, 2009). This means
that during face-to-face interactions, individuals are
constantly engaged in a process of decoding and
making sense of the myriad social signals being
emitted by their interaction partners—from facial
expressions and vocal prosody to body language
and gaze (Hamilton and Holler, 2023; Vinciarelli
et al., 2009; Ekman and Rosenberg, 1997).

This interpretive mechanism is not a passive,
one-off event but a continuous and dynamic pro-
cess. As individuals interpret the behavior of others,
these interpretations directly inform and shape their
own subsequent responses (Redcay et al., 2010;
Homke et al., 2025). For example, perceiving an
eyebrow furrow as a sign of confusion (an inter-
pretation of a mental state) might lead a speaker
to elaborate on their point (a responsive behavior)
(Homke et al., 2025). This creates a feedback loop
where one person’s interpreted behavior and sub-
sequent response become a new social signal for
the other person to interpret, highlighting the in-
herently interactive and reciprocal nature of social
understanding (Hamilton and Holler, 2023; Redcay

et al., 2010; Jiang et al., 2021).

Therefore, ToM and the broader mechanisms
of social cognition provide compelling evidence
that humans are equipped with, and constantly uti-
lize, a sophisticated function for interpreting the
behaviors of others. This ongoing interpretation
allows individuals to predict actions, understand in-
tentions, empathize with emotions, and ultimately,
to navigate the complexities of social interactions
by responding in a contingent and socially appro-
priate manner.

3.4 Formal Model of Social Repair

To formally represent the social repair mechanism,
we extend the Private state of an individual (as
described in the representaton 2) to include a set
of social beliefs (SocialBel) and a repair set (Re-
pairSet). We also draw upon Ginzburg’s Dialogue
Gameboard theory (Ginzburg, 2012), which pro-
vides a framework for modeling the interactive na-
ture of dialogue and the grounding of information
in a shared context.

We divide the parts of the SocialBel into those
that the individual has before the interaction, and
those that are generated and adapted during the
interaction. Therefore, the SocialBel consists of
the individual’s “Front”, as defined by Goffman
(1959), and containing a set of social interpreta-
tions (e(p)) of the facts (p) in the shared context.
Here, the social interpretation function maps the
observable behaviors and actions of interlocutors
to the underlying social meanings and intentions.

The “Front” represents the individual’s public
persona that one possesses before the interaction,
while the social interpretations capture how the in-
dividual perceives and interprets the social facts
of the interaction. The RepairSet contains a set
of repair plans (A) that the individual can use to
address inconsistencies in social beliefs. These re-
pair plans are derived from the individual’s past
experiences and knowledge of social norms and
conventions, as well as the grounding process de-
scribed in Ginzburg’s DGB theory.

Total Information State

dialoguegameboard : DGBtype

(1) a.

=def

private : Private

b. DGBType =4
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[spkr: Ind turn
addr: Ind owner-
utt-time: Time ship

c-utt: addressing(spkr, addr, utt-time)
Facts: Set(Prop)

VisSit: {InAttemion : Ind]

shared assumptions
visual field

Pending: list (LocProp)
Moves: list (IlocProp) grounded utts
QUD: poset (Question) gs under discus
| Mood: Appraisal face

ungrounded utts

(2)  Private =4
_Agenda:OpenQueue(Action)
Plan: OpenStack(PlanConstruct)
BEL: |SocialBel=®: Set(e(p))
GoalsSet: List(Prop)
GoalslIpt = €2: List(Float)
| RepairSet: Set(Plan)=A

Goals

3.5 Social Repair Dynamics

The social repair mechanism unfolds through a se-
quence of interactions and interpretations, which
necessitates extending the Private state. The pro-
cess can be characterized as follows:

First, individual A possesses a set of social be-
liefs (¢ € ®), which includes their “Front” and on-
going social interpretations. An interaction occurs
where individual B performs an action or makes
an utterance, denoted as p;. A then interprets this
action through their social interpretation function,
€q(p1). This interpretation by A might reveal an
incompatibility (denoted as 1) with one of A’s
existing social beliefs, ¢. For instance, p; could be
perceived by A as a violation of a social norm A
upholds, or as an implication of a status dynamic
inconsistent with A’s “Front”. This perceived mis-
match is formally €,(p1) 1L ¢.

In response to this perceived incompatibility, A
produces a subsequent action or utterance, py. This
response, po, serves as an observable protest or sig-
nal of misalignment from A’s perspective'. B, in
turn, observes ps and interprets it using their own
social interpretation function, €,(p2). Through this
interpretation, B becomes aware that A perceives
an issue related to A’s social belief ¢; essentially,
B recognizes A’s protest and its connection to ¢, as
in €y(p2) — (A perceives issue with ¢ due to p;).
The timing and accuracy of B’s discovery of A’s

'The observability of py is crucial, as a non-observable

internal protest would not be functionally available to B for
initiating repair.

protest are contingent upon B’s interpretive capa-
bilities (e) and the broader conversational setting
or context.

Once B recognizes A’s protest, B faces a critical
choice point regarding social repair. B has several
strategic options:

1. Repair by Accommodation (Aligning with
A’s Social Belief ¢): B can select a repair
action a,, from their RepairSet (A) that aims
to accommodate A’s perspective and restore
alignment with A’s protested social belief ¢.
This involves B acknowledging the validity
of A’s concern (implicitly or explicitly) and
modifying their stance, clarifying their origi-
nal intentions behind p; in a conciliatory way,
or committing to future actions that are com-
patible with ¢. For example, if A interpreted
B’s joke p; as disrespectful (where ¢ is an
expectation of respect), B might apologize for
p1 or clarify that no disrespect was intended,
thereby respecting A’s belief ¢.

2. Repair by Calibration (Attempting to Shift
A’s Interpretation or Belief): Alternatively,
B can choose a repair action a,, € A that at-
tempts to “calibrate” A’s understanding. This
means B seeks to modify A’s initial interpreta-
tion €, (p1) of B’s action p; (e.g., by explain-
ing, “That wasn’t my intention when I did p1,
I meant it as...”) or even to negotiate the ap-
plicability or substance of A’s social belief ¢
in the current context (e.g., “In this informal
setting, isn’t it usually okay to...? Perhaps ¢
is a bit strict here?””). This approach is more
of a negotiation, where B tries to bring A’s
perspective closer to their own, rather than
simply conforming to A’s existing belief.

3. Ignore the Protest: B may choose, either
intentionally (e.g., maintaining power rela-
tionship, Guilfoyle, 2003) or unintentionally
(e.g., due to misinterpretation or distraction),
to disregard A’s protest po. This course of
action typically leaves the social belief incom-
patibility unresolved and may lead to further
interactional trouble or damage to the social
relationship.

The chosen repair action a,, is then enacted by B.
The success of this repair attempt in resolving the
incompatibility and restoring social coordination
will depend on A’s subsequent interpretation of a,,
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and whether it sufficiently addresses the initial per-
ceived misalignment concerning ¢. This can lead to
a new state of mutual understanding, further rounds
of repair, or a persistent state of misalignment.

4 Examples

This section illustrates each of the three aforemen-
tioned reaction types (accommodation, calibration,
and ignoring) with an example.

4.1 Accomodation

The first type of social repair reaction, accommoda-
tion, is illustrated by a social interaction commonly
observed in France. In this scenario, if an indi-
vidual directly requests assistance without offering
a prior greeting, the request may not be immedi-
ately addressed. Instead, the person from whom
help is sought might first respond with “Bonjour”
and a smile, anticipating a reciprocal greeting. It
is typically only after this customary exchange of
greetings that the initial request will be politely
handled. To provide a concrete illustration of this
accommodative dynamic, a constructed example
set in a bakery is presented below.

(3) constructed example

A: Deux croissants et une baguette, s’il vous
plait. [1]
(two crossitants and one bread, please.)

BAKER: Bonjour. [smile] [silence] [2]
(Good morning.)

A: Bonjour. [3]
(Good morning.)

BAKER: Voila, trois euros s’il vous plait. [4]
(Here you are, three euros please.)

In this example, A had a request for food at the
bakery first with utterance [1]. However, this direct
request is not handled directly by the baker with
possible following utterances and actions, as the
opposite, baker responds with [2] “Bonjour”, a con-
ventional and respectful greeting phrase commonly
used in the French society. In this context, where A
is the customer and Baker is the service provider, a
“Bonjour” is more likely to represent the respect to
another interlocutor. Thus, Baker initiated this con-
ventional process with [2] “Bonjour” and waited
for mutual greeting with standing in the silence.
When A realized this, immediate mutual “Bonjour*

is responded, as a consequence, Baker executed the
process to handle A’s demand with [4].2

Now we come closer to the example and an-
alyze this example with our formal model. The
interpreted A’s initiation [1] (e, (p1))? is actually in-
compatible with the Baker’s social belief, ¢ might
be in baker’s social front. This social belief could
be: “customer should greet me”, and a more elabo-
rative social belief could be: “client should show
their respect to the baker in a not-hurry situation”.
ep(p1) is the baker’s interpretation of p; which
could be: “A asked baker’s directly for food with-
out “Bonjour” is a sign of disrespect. In a word,
ea(p1) 1L (¢ € @). As follows, Baker shows
their “protest” with [2] “Bonjour”(ps). A’s received
baker’s utterance [2] (and also silence) and inter-
preted as €,(p2), this could be: “A’s direct demand
is impolite or disrespectable”. A’s [3] “Bonjour”
actually socially repairs the situation. As Baker
received [3] “Bonjour” and interpreted as a re-
spectable signal where €,(p3) || (¢ € @), the di-
alogue continues with Baker’s action and proper
response [4].

Figure 1 visually schematizes this interaction
and the underlying social repair process detailed
in the bakery example. (1) The customer’s ini-
tial “Request” [1] on the dialogue layer is inter-
preted by the baker, leading to an “Incompatibility
Demonstration” on the social layer, as the request
is misaligned with the baker’s social belief. (2)
The baker’s responsive “Greeting” (“Bonjour” [2])
on the dialogue layer then functions as a ’Protest’
on the social layer against this perceived violation
of social expectations. (3) Subsequently, the cus-
tomer’s reciprocal “Greeting” (“Bonjour” [3]) on
the dialogue layer constitutes the “Accommodation”
on the social layer, thereby repairing the social mis-
alignment. (4) This successful repair is acknowl-
edged as the baker proceeds with the “Action” [4]
of serving the customer on the dialogue layer, al-
lowing the interaction to “Continue” smoothly on
the social layer.

4.2 Calibration

The second type of social repair reaction discussed
is calibration. To illustrate this, a real-world ex-
ample (Example 4) is presented from the British

“This example resembles the example given by Dinge-
manse and Enfield (2024) (cited from Drew, 1997, example
22) as an illustration of using repair to jointly manage social
accountability. We thank our anonymous reviewer for bringing
this to our attention.

3baker’s interpretation on p;
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Figure 1: Scheme of “Bonjour” example

National Corpus (BNC). The context for this exam-
ple is a recorded discussion where the interlocutors
are examining potential socio-economic reasons
for drug use in deprived areas and the differing
perspectives this can elicit.

(4) BNC: J8J (lines 281-294)

ANON 1: Well I just wonder you, there has
got to be some kind of <pause> relation-
ship between the fact that most people
who take drugs live in really run down
deprived areas... You don’t think that? ...
it’s got something to do with the fact that
<pause> people have got nothing to do in
those areas, and no cha, no prospects, no
chance of getting a job and it’s actually
quite a purposeful way of spending your
time [1]

ANON 2: I think that’s really patronizing!
(2]

ANON 1: You’re saying that <unclear> No,
but I don’t mean to be patronizing. [3]

ANON 2: if I help with addict that they need
to compensate for for <pause> er, things
missing in their lives, perhaps they just
like it. [4]

ANNO 1: Yes. Yeah! Well maybe. I mean
there’s nothing wrong with <pause> |
mean people do just like. <unclear> [5]

In this example, let Anon 1 be A and Anon 2 be
B. The social repair dynamic unfolds as follows:

First, Anon A performs an action, an utterance
p1, in turn [1] by stating their perspective on drug
use in deprived areas. Anon B then interprets
this p; through their social interpretation function,
€y(p1). This interpretation by B reveals an incom-
patibility with one of B’s existing social beliefs,
¢ (e.g., a belief that such generalizations are de-
meaning, an expectation of respectful discourse, or
a desire not to be spoken to in a way perceived as
patronizing). This perceived mismatch is formally

ep(p1) LL ¢. In response to this perceived incom-
patibility, B produces a subsequent po, in turn [2]:
“I think that’s really patronizing!” This response,
P2, serves as an observable protest or signal of mis-
alignment from B’s perspective.

A, in turn, observes ps and interprets it using
their own social interpretation function, €,(p2).
Through this interpretation, A becomes aware that
B perceives an issue related to B’s social belief ¢;
essentially, A recognizes B’s protest and its connec-
tion to ¢. A then chooses a repair action a, € A
aimed at calibration. This is evident in turn [3]
where A responds: “You’re saying that <unclear>
No, but I don’t mean to be patronizing.” This
repair action a,, attempts to modify B’s initial in-
terpretation €,(p1) of A’s action p;. Specifically, A
denies the patronizing intent, trying to shift B’s un-
derstanding of the original statement’s meaning or
A’s underlying intention, rather than immediately
accommodating B’s interpretation by apologizing
for being patronizing. B’s subsequent turn [4] (“if
I help with addict that they need to compensate
for for <pause> er, things missing in their lives,
perhaps they just like it.”) elaborates on their per-
spective, suggesting the calibration attempt in turn
[3] hasn’t fully resolved the issue. The interac-
tion continues with A in turn [5] showing some ac-
knowledgment (“Yes. Yeah! Well maybe.”), which
might be a further, softer calibration or a move to-
wards accommodation, though the primary calibra-
tion move remains the direct denial of patronizing
intent in turn [3].

4.3 Ignoring

The “ignore” reaction is demonstrated in the subse-
quent medical consultation example (Example 5),
which is also drawn from the BNC corpus:

(5) BNC: G48 (lines 8-21)

DOCTOR: For who? [1]
PATIENT: Patrick. [2]

DOCTOR: <unclear> getting these prescrip-
tions for? Patrick? You’re daft. [3]
PATIENT: It was for Patrick. Er, <pause>

see <unclear> give her something the
wee’uns, he’s got two wee <pause> [4]
DOCTOR: Has he been bad to that poor wee,
wee’un again? [5]
PATIENT: thingummy, abscesses in his er in
his tooth. She can nae take him in to the
dentists till she gets rid of them. [6]
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DOCTOR: <laugh> She’s a bad woman. You
tell her I said it’s just pure neglect.
<pause/> Tell her I said that will you?
[7]

PATIENT: Mhm. [8]

DOCTOR: And she’ll belt you. <pause> Now
then <pause> [9]

In this interaction, we consider the Patient as
individual A and the Doctor as individual B. The
sequence demonstrating the “Ignore the Protest”
dynamic unfolds as follows:

The dynamic is initiated when the Doctor (B)
makes an utterance, py, in turn [1], stating: “<un-
clear> getting these prescriptions for? Patrick?
You’re daft”” Upon hearing this, the Patient (A)
processes this statement through their social inter-
pretation function, €,(p1). This interpretation, par-
ticularly the direct assertion “You’re daft,” likely
generates an incompatibility with the patient’s (A’s)
social belief, p—which might involve their self-
perception of sound judgment, an expectation of
professional respect, or the desire to maintain
face. This perceived incongruity is represented
as €,(p1) 1L ¢. Consequently, the patient (A) of-
fers a response, ps, in turn [2]: “It was for Patrick.
Er, <pause> see <unclear> give her something the
wee’uns, he’s got two wee <pause>" This utter-
ance, p2, functions as an observable, though in-
direct, protest from A’s viewpoint, as it seeks to
provide a rationale for the action that prompted the
Doctor’s (B’s) critical remark, thereby implicitly
challenging the negative evaluation.

Subsequently, the doctor (B) perceives the pa-
tient’s (A’s) utterance py and interprets it via their
own social interpretation function, €;(p3). Through
this, B would likely register A’s attempt at justifica-
tion and the implicit contestation of the "daft" label,
thereby recognizing that A has signaled an issue
concerning their social belief ¢. Despite this, the
doctor (B) opts to “Ignore the Protest.” This choice
is manifested in the doctor’s ensuing contributions.
In turn [3], the Doctor inquires, “Has he been bad
to that poor wee, wee’un again?” and further in
turn [4], remarks, “<laugh> She’s a bad woman.
You tell her I said it’s just pure neglect. <pause/>
Tell her I said that will you?” These statements
from the doctor (B) sidestep any acknowledgment
of the patient’s (A’s) protest regarding the “daft”
comment. Rather than addressing A’s justification
or the challenge to their competence, the doctor

redirects the conversation, introducing new lines of
criticism aimed at third parties. By failing to en-
gage with the patient’s implicit protest or the initial
social belief incompatibility related to ¢, the doctor
effectively disregards it, thereby perpetuating the
social misalignment from the patient’s standpoint.

5 Conclusion

This paper has advanced the understanding of so-
cial repair, which is crucial for maintaining inter-
personal harmony, by proposing a formal repre-
sentation centered on the coordination of social
beliefs between individuals. Our approach inte-
grates insights from foundational social theories of
interaction, principles of social cognition, and es-
tablished computational frameworks to define core
components (e.g., SocialBel, Social interpretation
function) and the underlying processes of social
repair. We delineated key interactional dynamics
where perceived misalignments in social beliefs can
trigger observable protests, leading to distinct re-
active strategies by interlocutors—namely accom-
modation, calibration, or ignoring the issue —as
illustrated through diverse examples. This frame-
work offers a systematic approach to the social and
relational dimensions of repair, providing crucial
insights for both dialogue study and the develop-
ment of more socially intelligent computational
agents.

6 Future Work

Building on this paper’s insights into strategies for
addressing social missteps and maintaining social
relationships, future research should extend this
foundation in several key directions. These include
a deeper investigation into the role of multimodal
interactivity in social repair, examining how non-
verbal cues such as facial expressions, gestures, and
intonation dynamically interact with verbal repair
strategies; exploring the longitudinal aspects of so-
cial repair to understand the evolution of strategies
and their long-term relational impacts; and ana-
lyzing cultural and contextual variations to grasp
how individuals adapt repair mechanisms across
diverse social settings. Furthermore, extending the
current dyadic focus to develop models of social
repair within more complex multiparty dialogues,
a domain where the principles of social repair also
apply, is crucial. Finally, developing a more fine-
grained taxonomy of social repair types—whether
by adapting established distinctions from commu-
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nicative repair (such as self-initiated versus other-
initiated repair (Schegloff, 1992)) or by establish-
ing new taxonomy based on the nature of social
beliefs being repaired or the relational goals be-
ing pursued—will significantly enhance both the
theoretical understanding and the computational
modeling of these nuanced social processes. Incor-
porating uncertainty is crucial, as strategic ambi-
guity and plausible deniability are key features of
sophisticated social interaction (Pinker et al., 2008),
which can be formally achieved by extending our
TTR-based model with a probabilistic formulation
(Cooper et al., 2015; Noble et al., 2020).
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Abstract

Word Meaning Negotiation (WMN) occurs
when speakers explicitly address the meaning
of a word or phrase — a trigger expression — of-
ten in response to either non-understanding or
disagreement. This paper examines the lexical
and semantic features of trigger expressions in
a set of 393 WMNs from the NeWMe Corpus,
the first large-scale annotated dataset of WMNs
across spoken and online interactions. We ana-
lyze triggers by concreteness, sentiment, part of
speech, interaction modality and form, distin-
guishing patterns between disagreement- and
non-understanding-driven cases. The results
shed light on how different kinds of expressions
are likely to trigger different kinds of negotia-
tions of meaning in dialogue. One observation
is that abstract expressions are associated with
disagreement about word meaning, while con-
crete expressions are relatively more associated
with negotiations due to misunderstanding.

1 Introduction

In everyday interaction, both spoken and writ-
ten, participants sometimes encounter moments
in which the meaning of a word becomes problem-
atic or contested. When participants notice that a
word’s meaning requires clarification — either due
to a lack of understanding or because they chal-
lenge how it is being used — they may initiate a
Word Meaning Negotiation (WMN): a sequence
in which the meaning of a term becomes the ex-
plicit topic of discussion, prompting a shift from
content-level talk to meta-linguistic engagement.
This shift may be triggered by a clarification re-
quest (e.g., “What do you mean by...”) or by an
objection to the use of a particular term (e.g., “That
is not (the meaning of)...”). WMNs unfold as in-
teractional sequences in which participants seek to
clarify, redefine, or contest word meaning through
strategies such as explicification, exemplification,
and contrasting (Myrendal, 2015, 2019).

Although WMNSs are often used to resolve mis-
understandings, they also serve rhetorical purposes
by enabling participants to challenge or defend
positions in argumentative discourse. This is par-
ticularly evident in discussions involving moral or
ideological disagreement, where negotiating the
meaning of a term can function as a strategic move
to redefine the issue or shift the normative ground
of the debate (Myrendal and Larsson, 2025; Lars-
son and Myrendal, 2024).

While previous work has focused on the inter-
actional structure and functions of WMN:s, less is
known about what kind of words WMNs are about.
This work investigates WMN from the perspec-
tive of the lexical items that trigger the negotiation.
Are there differences in the trigger word features
for WMN:s initiated by a clarification (i.e., an ex-
pression of non-understanding; NONs) versus an
expression of disagreement (DINs)? Do features of
the trigger word predict the scope of the WMN; that
1s, whether the WMN concerns the word’s situated
meaning (how it is used in a particular utterance or
discourse), or the word’s meaning potential more
broadly (or both)? In particular, this study aims
to explore the lexical dimensions of WMN trigger
words by asking the following research questions:

Research questions

RQ1 What trigger word features are predictive of
the type of WMN (NON or DIN)?

RQ2 What trigger word features are predictive
of the kind of meaning (situated meaning
or meaning potential) that is the focus of a
WMN?

To address these questions, we analyze 393 anno-
tated WMNSs from the NeWMe Corpus - the first
large-scale dataset of Word Meaning Negotiations
across both spoken and online interaction.
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2 Background

WDMNss are structured sequences in which interlocu-
tors explicitly negotiate the meaning of a word or
phrase, typically following a three-part pattern: a
Trigger (the initial use of a potentially problem-
atic word), an Indicator (a subsequent utterance
that highlights or challenges the meaning of that
word), and one or more Response turns that en-
gage in meta-linguistic elaboration. This T-I-R
(Trigger—Indicator—Response) structure is inspired
by Varonis and Gass (1985)’s model of negotiated
meaning, which also emphasizes the role of an ini-
tial problematic utterance, a signal of difficulty, and
negotiated responses in second language interac-
tion.

WDMNss can be triggered by non-understanding
(NON) or by disagreement (DIN), and they may
concern a word’s meaning in the specific context
(situated meaning) or in general (potential mean-
ing) (Myrendal, 2015; Norén and Linell, 2007).
Here is an example of WMN Caused by Non-
Understanding of Word Meaning (NON):

S1: I’'m going to the doctor to get a full body scan
tomorrow.

S2: What do you mean by full body scan?

S1: I mean a kind of X-ray where they can see all
of the inflamed parts.

This example, taken from Myrendal (2015), illus-
trates a scenario where S1°s use of the term “full
body scan” serves as the trigger, introducing a word
which is not fully understandable to S2. S2 then
produces an indicator, explicitly requesting clarifi-
cation about the meaning of “full body scan,” mak-
ing this phrase the trigger. In response, S1 provides
an explanation, elaborating on the word to address
the lack of understanding. This sequence demon-
strates how WMNSs initiated by non-understanding
(NONSs) focus on clarifying the meaning of spe-
cific terms to maintain mutual understanding in the
conversation.

Next is an example of WMN Caused by Dis-
agreement about Word Meaning (DIN):

S1: Telling children about Santa Claus is straight
up lying to them.

S2: That’s not what lying means at all!

S1: Of course it is, lying means not telling the
truth and everyone knows Santa doesn’t exist.

This example, drawn from Norén and Linell
(2007), illustrates a WMN caused by disagreement
about word meaning (DIN), where the focus shifts
to negotiating differing perspectives on the mean-
ing of a word. Here, S1’s initial statement intro-
duces the word “lying,” which serves as the trigger.
S2 challenges this usage by providing an indicator,
asserting that the term “lying” does not apply in the
given context and objecting to its use. In response,
S1 elaborates on their understanding of the word,
reinforcing their interpretation and connecting it to
the situation at hand.

According to Noren and Linell (2005), words
have meaning potentials, flexible semantic re-
sources that can be activated and elaborated in var-
ious ways depending on the interactional context.
A word’s situated meaning is its meaning in a par-
ticular context of use.! In WMNs, participants
collaboratively shape which aspects of a word’s
meaning potential are made relevant in the interac-
tional context. Rather than aiming for a single cor-
rect or fixed interpretation, the negotiation centers
on selecting and articulating interpretations that are
contextually appropriate, socially acceptable, or
strategically advantageous. What is at stake, then,
is not an objective understanding of the term, but
the interactive process of managing its semantic
flexibility to achieve mutual intelligibility or ad-
vance particular stances. WMNs can focus on the
trigger word’s situated meaning by addressing what
was meant by a particular speaker in a particular
context of use; they can focus on meaning potential
by more abstractly engaging what the word can
mean; or they can include both kinds of meaning.

As noted in Gari Soler et al. (forthcoming), DINs
tend to involve longer exchanges than NONS, aver-
aging 7.2 turns compared to 3.5 turns. DINs display
much greater variability in length. In our corpus,
the longest NON contains 27 turns in total, while
the longest DIN spans 268 turns. This highlights
the more elaborate and prolonged nature of DINSs,
where participants engage in extended exchanges
to explore and debate different interpretations of
word meaning.

Previous research on WMNSs has largely focused

'In multimodal computational linguistics, situated mean-
ing sometimes refers mor